Automatic segmentation and 3D reconstruction of intravascular ultrasound images for a fast preliminary evaluation of vessel pathologies
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Abstract

Intravascular ultrasound (IVUS) imaging is used along with X-ray coronary angiography to detect vessel pathologies. Manual analysis of IVUS images is slow and time-consuming and it is not feasible for clinical purposes. A semi-automated method is proposed to generate 3D reconstructions from IVUS video sequences, so that a fast diagnose can be easily done, quantifying plaque length and severity as well as plaque volume of the vessels under study. The methodology described in this work has four steps: a pre-processing of IVUS images, a segmentation of media–adventitia contour, a detection of intima and plaque and a 3D reconstruction of the vessel. Preprocessing is intended to remove noise from the images without blurring the edges. Segmentation of media–adventitia contour is achieved using active contours (snakes). In particular, we use the gradient vector flow (GVF) as external force for the snakes. The detection of lumen border is obtained taking into account gray-level information of the inner part of the previously detected contours. A knowledge-based approach is used to determine which level of gray corresponds statistically to the different regions of interest: intima, plaque and lumen. The catheter region is automatically discarded. An estimate of plaque type is also given. Finally, 3D reconstruction of all detected regions is made.

The suitability of this methodology has been verified for the analysis and visualization of plaque length, stenosis severity, automatic detection of the most problematic regions, calculus of plaque volumes and a preliminary estimation of plaque type obtaining for automatic measures of lumen and vessel area an average error smaller than 1 mm\(^2\) (equivalent approximately to 10\% of the average measure), for calculus of plaque and lumen volume errors smaller than 0.5 mm\(^3\) (equivalent approximately to 20\% of the average measure) and for plaque type estimates a mismatch of less than 8\% in the analysed frames.
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1. Introduction

IVUS (intravascular ultrasound) technology appears in the 1970s \cite{1,2} as an aid tool for endovascular surgery. At that time angiography only offered a limited point of view of vascular pathologies, dismissing the amount of information that axial sections of a blood vessel can provide, i.e. plaque composition or plaque thickness. Looking at their characteristics, angiography and IVUS are complementary technologies, while IVUS offers an internal vision of the vessel, angiography defines the situation of that vessel in the body \cite{3,4}.

IVUS technique consists in analyzing a series of video images recorded with an ultrasound transducer. This transducer is attached to a catheter which is inserted into the vessel. The images are recorded while the catheter is being pulled out \cite{1}. Manual analysis of these images is very slow and it doesn’t provide a global vision of the vessel under study. Therefore it is necessary to use automatic or semi-automatic methods to speed up the analysis process. These methods are normally based in computing algorithms whose aim is to detect the regions of interest in each video frame, usually the media–adventitia contour and the intima/plaque-lumen contour as shown in Fig. 1. Several studies on how to solve this problem have been carried out \cite{5–10}. Most of them are based in the minimization of cost functions applied to the regions of interest. When a minimum is reached it is supposed that the border has been located. Once the
Figure 1. Lumen and media-adventitia contour automatically detected for an intravascular ultrasound image. The catheter and the plaque are also pointed out—the later will be automatically estimated.

regions of interest have been detected the next step is the three-dimensional reconstruction of the vessel. The specialist can use this reconstruction to take measures of area, volume and length, as well as to get a first estimation of plaque severity and a fast access to any region of interest.

The proposed method consists of five steps: acquiring a video frame, preprocessing of the image using a median filter and discrimination of non-interest regions, detection of the regions of interest using active contours models [9] for the media-adventitia border and a gray-level knowledge-based approach [10] for the lumen border and, finally, a three-dimensional reconstruction. Fig. 2 shows a diagram with the whole process.

2. Materials and methods

The IVUS images were acquired using a Clearview Ultra (Boston Scientific Corp., Natick, MA, USA) with a catheter model Atlantis. The ultrasound frequency was 40 MHz and the catheter pull-out speed was 0.5 mm/s. Initially the IVUS video was recorded on a VHS tape. To digitize the video sequence a Pinnacle card was used generating an AVI sequence encoded with PIM1 codec with a frame rate of 25 fps (frames per second) and a resolution of 352 × 288 pixels, equivalent to 26 pixels per millimetre.

All the methodology was implemented in MATLAB R13 (The Mathworks Inc., Natick, MA, USA).

2.1. Preprocessing

The first step of our methodology consisted in determining the image zones where our regions of interest may be choosing a squared region of interest (ROI) as shown in Fig. 3.

IVUS images are quite noisy, so a noise reduction filtering was considered. Because next step is border detection, it was necessary for the filter to be noise-reductor and edge-enhancer. Three different types of filters where studied: Gaussian filter, anisotropic filter (using Perona–Malik algorithm [11]) and median filter.

A median filter of size 7 was finally used because its good results for noise reduction and edge enhancement and also because it was relatively fast in comparison to the other evaluated filters. Fig. 4 shows a comparison of the three types of filter evaluated for our IVUS images.

2.2. Segmentation: media-adventitia contour detection

Active contour models, or snakes [9,12], were used to detect the media-adventitia contour. In these models the energy function to minimize is

\[
E_{\text{snake}}(V) = \sum_{i=1}^{n} E_{\text{int}}(v_i) + \kappa E_{\text{ext}}(v_i, I)
\]

where \( V = \{v_1, \ldots, v_n\} \) defines the contour points, \( v_i = (x_i, y_i) \), \( x_i \) and \( y_i \) are the coordinates of the contour, \( \kappa \) is a weight factor, \( E_{\text{snake}} \) the total energy associated to the snake, \( E_{\text{int}} \) the energy associated to the contour in itself and \( E_{\text{ext}} \) is the energy associated to both the contour and the characteristics of the image \( I \).

The internal energy is determined from the characteristics of the present contour. This means that an initial contour must be manually defined prior to let the contour deform to search the minimum energy function. For the rest of frames the previous contour was taken as initial contour for the current frame. The snake deforming algorithm uses a number of parameters which determines how the snake will internally behave, i.e. its elasticity, rigidity, viscosity and pressure force weight, without considering yet the image characteristics.

If \( V \) represents the curve, then internal energy can be written as

\[
E_{\text{int}}(V) = \sum_{i=1}^{n} \alpha |V'(v_i)|^2 + \beta |V''(v_i)|^2
\]

where \( V'(v_i) \) and \( V''(v_i) \) represent the first and second derivative, respectively, and \( \alpha \) (elasticity) and \( \beta \) (rigidity) are weighting parameters.

Pressure force weight can be expressed as

\[
F = k\dot{a}(V)
\]

where \( k \) is the weighting factor and \( \dot{a}(V) \) is the normal unitary vector to the curve at any point \( v_i \). The sign of \( k \) determines whether the curve tends to inflate or deflate, following a balloon model.

Viscosity is used in the iterative implementation as a weight to control how fast the curve can deform between iterations:

\[
V_t(v_i) = f(\gamma V_{t-1}(v_i), E_{\text{ext}})
\]
Fig. 2. Diagram with the method steps.

where \( V_t(v_i) \) and \( V_{t-1}(v_i) \) are the curve in the present iteration and the previous one, respectively, \( \gamma \) represents viscosity and \( E_{\text{ext}} \) is the external energy.

The external energy is determined from the characteristics of the image. In our method, GVF (gradient vector flow) [9] was used as external energy. The GVF algorithm generates a force field from the diffusion of the gradient vector field of

the image (see Fig. 5) where any particle, i.e. a point of the deforming contour, is pulled towards the strongest edge through a path known as streamline. The catheter region is automatically detected and discarded as it always occupies the same region of the image and it can be ignored with a simple rounded mask which cancels the gradient vector field. The input used for the GVF algorithm was not the filtered image, but an edge map of
it. This edge map was obtained as a combination of a Canny
binary edge map and a gray-level edge map (the explanation on
these maps can be found in the image processing literature, cf.
[13]) calculated from the image gradient as can be observed in
Fig. 6.

To minimize the energy function (1), the curve \( V \) must satisfy
the Euler equation:

\[
\alpha V'' - \beta V^{iv} - \nabla E_{ext} = 0
\]  

In the GVF algorithm, \( -\nabla E_{ext} \) is named \( v_i \), which is the vector
field that satisfies the Euler equation:

\[
\mu \nabla^2 v - (v - \nabla f) |\nabla f|^2 = 0
\]  

where \( \mu \) is a regularization parameter set according to the
amount of noise in the image (more noise, higher \( \mu \)) and \( f \) is
the edge map of the image, which in our case is

\[
f(x, y) = |\nabla [H_m(x, y) \otimes I(x, y)]|
\]  

Fig. 5. (a) GVF, (b) GVF zoom of one border of interest and (c) streamlines. GVF images are shown as vector fields over the image, the size of the arrows determines
the strength of the vector field in that point. Both GVF and streamlines show how the curve would be driven towards the image contours. The catheter region has
been discriminated for the GVF generation.
where $H_{m}(x,y)$ is the median filter and $I(x,y)$ is the original image.

The snake deforming algorithm uses the GVF $(\psi)$ to adapt the initial contour to the contour of the new image. Another parameter, the external force weight (named $\kappa$ in (1)), determines the speed at which the initial contour is attracted to the regions defined by the GVF.

Summarizing, the snake deforming algorithm parameters are the following ones:

- alpha (elasticity) determines how rounded the curve will be (higher values mean rounder shapes);
- beta (rigidity) controls how fast the curve changes in case there’s a sudden change in the contour;
- gamma (viscosity) represents the capacity of the curve to adapt to the movement of the contour across the image;
- pressure can be positive (meaning that the curve tends to inflate) or negative (then it tends to shrink);
- kappa (external force) determines the weight of the external force, that is, the importance of the information of the image; the more iterations the slower the process but the more accurate the contour will be.

And for our media–adventitia contour detection procedure we choose alpha = 80, beta = 50, gamma = 10, pressure = 0.1, kappa = 20 and iterations = 30 for the interactive method and 100–300 for our automatic algorithm.

Although our effort was intended to provide an automatic method where only the first contour should be manually specified, the characteristics of IVUS video sequences make it unfeasible to trust such an almost automated method. In IVUS images the presence of plaque produces important changes in the ultrasonic image, such as sudden shadows masking the regions of interest or the presence of artifacts and their wave reflections, which make it difficult for the contour to adapt. The catheter movement is also another important handicap because it did not allow the initial contour to adapt progressively to the desired new contour. When these situations appeared the results of our automatic method were that the initial contour adapted progressively to secondary contours which had not been completely removed by the filters.

Three possible solutions were thought to overcome the above problems:

- a correlation condition between consecutive frames was proposed to detect which images would need another manual contour definition, in this case the ones with low values of correlation, meaning that there were important changes between images;
- a periodical pause was also considered so that every certain number of images a new contour could be manually introduced;
- finally a dynamic change of the snake parameters based also on correlation values was also proposed to keep the method as automatic as possible.

The former solutions, which we called interactive, proved to be accurate but obviously less practical, while the third solution (referred here as automatic) required many more iterations for
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Table 1
Lumen and vessel area results, comparing those obtained by our methods with those obtained by the manual method

<table>
<thead>
<tr>
<th>Method using interactivity (correlation stop criterium &lt; 0.94, manual contour definition every 20 frames)</th>
<th>Automatic method (only first contour defined manually)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lumen area</td>
<td>Vessel area</td>
</tr>
<tr>
<td>Average error percentages (%)</td>
<td>11.09</td>
</tr>
<tr>
<td>Average error (mm²)</td>
<td>±0.94</td>
</tr>
</tbody>
</table>

Percentage error shows the impact of the average error on the average measure taken manually, while the average error is simply the difference between both measures, manual and interactive/automatic. The average values show that both methods are more accurate in calculating vessel area than in calculating lumen area because plaque detection, i.e. lumen area calculus, may be mistaken when there’s soft plaque, as this can be easily confused with lumen.

similar results and was more dependent on the quality of the videos, as the contour is left to adapt progressively “on its own”. In the results presented in this paper we have used and compared the interactive method (as a combination of the first and second solutions explained above) and the automatic one.

However, in spite of all the improvements mentioned above, snakes have a strong limitation when it comes to initialization in IVUS images. Initial contour must be defined close to the desired contour, so that image noise and artifacts do not interfere in the first adaptation.

2.3. Plaque detection

Once the media–adventitia contour was obtained it was used as a mask on the video image to discriminate the internal region of the vessel: intima, plaque, lumen and catheter. With the new region of interest properly isolated, a polar coordinates transformation was then applied for an easier detection of the gray levels. On this transformation the catheter region was also dismissed and then a search algorithm was used to distinguish between lumen and plaque. An statistical study showed us that the inten-
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Fig. 9. Three-dimensional reconstructions of 2 mm longitudinal sections for different vessels. In red is shown the media–adventitia contour, in white the lumen contour.

Fig. 10. (a) Plot of lumen area results comparing manual, interactive and automatic methods. (b) Plot of vessel area results comparing manual, interactive and automatic methods. Mismatch in the results between manual (blue) and interactive (red) or automatic (green) methods may be caused by catheter movement or zones of shadow caused by calcified plaque which lead the contour to undesirable regions. This causes the underestimate/overestimate of vessel area, lumen area and amount of plaque. While for lumen area calculus both interactive and automatic methods produce similar results, for vessel area calculus they differ a little more because they use the same algorithm for plaque detection, i.e. lumen area calculus, but different strategies for media–adventitia contour detection, i.e. vessel area calculus, as it has been explained above. In the first case, lumen area, the mismatch of results between interactive/automatic and manual is a little greater than in the second case, vessel area, because there are regions, especially when soft plaque is present, where lumen pixels intensity and plaque pixels intensity can be easily confused so that the method produces an overestimate or an underestimate of plaque, i.e. of lumen area.
Fig. 11. Histograms of measures accuracy compared to manual results. (a) Lumen area measures for interactive method, (b) vessel area measures for interactive method, (c) lumen area measures for automatic method and (d) vessel area measures for automatic method. The accuracy percentage is the relation between the interactive/automatic measure and the manual one. One can see the interactive method is more accurate than the automatic one as histograms (a) and (b) have more measures in the region of 90–100% of accuracy. In both methods the accuracy is also greater for vessel area measures, because plaque detection, i.e. lumen area calculus, may be mistaken when there’s soft plaque, as this can be easily confused with lumen.

Density of the pixels belonging to the plaque region is much higher than that of the pixels belonging to the lumen (see Fig. 7). However, this difference is not so easy to detect when plaque is soft because in this case the pixels intensity is much lower than in calcified plaques and sometimes it is even comparable to the intensity of lumen pixels. When this occurs our method may introduce a small error (see Table 1).

Due to the presence of multiple reflections and the inhomogeneity of blood texture there may be many high intensity pixels “floating” in the lumen. To prevent these pixels from being interpreted as plaque pixels a knowledge based strategy was proposed consisting in the fact that plaque is always attached to the media–adventitia contour. Only those pixels attached to or near the media–adventitia contour were chosen as plaque pixels, while the rest of pixels were discarded as distant or “floating” pixels. Linearly interpolating the inner plaque pixels the lumen contour could be finally determined. Fig. 8 shows the whole process of lumen border detection.

A first estimate of plaque type can be provided taking into account the average intensity of the pixels which form the plaque. Although there are several types of plaque and some of them present similar levels of pixel intensity, our method proved to be accurate in discriminating between soft and calcified plaque where the difference between pixel intensities is quite substantial. Table 3 shows the amount of frames where our expert observer detected soft plaque or calcified plaque. The amount of error shows that our method matched the observer’s choice in most cases.

2.4. Three-dimensional reconstruction

After all the internal and external contours have been detected a three-dimensional reconstruction can be created, as can be observed in Fig. 9. From this 3D reconstruction, all the desired measures of length, area and volume of plaques can be calculated.

3. Results

First results are promising and they demonstrate the method accuracy in determining lumen and plaque area and stenosis percentages from the previously detected contours, finding regions where this area presents critical values, calculus of plaque volume and first estimate of plaque type. Media–adventitia contour detection depends highly on the quality of the images so a better reconstruction and a more accurate set of results depend directly on the strategy followed for the contour detection, interactive (requires more user attention) or automatic (possibility of mismatch in the results).

A total number of twelve sequences of thirty-four IVUS frames per sequence were studied from five different patients. The amount of measures to be compared was 12 sequences × 34 images/sequence = 408 images. On each image six different
Table 2
Lumen and plaque volume results

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Manual method</th>
<th>Interactive method</th>
<th>Automatic method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lumen volume (mm³)</td>
<td>Plaque volume (mm³)</td>
<td>Lumen volume (mm³)</td>
</tr>
<tr>
<td>1</td>
<td>9.95</td>
<td>1.3</td>
<td>10.03</td>
</tr>
<tr>
<td>2</td>
<td>8.18</td>
<td>1.84</td>
<td>6.57</td>
</tr>
<tr>
<td>3</td>
<td>6.08</td>
<td>4.07</td>
<td>5.79</td>
</tr>
<tr>
<td>4</td>
<td>6.22</td>
<td>2.55</td>
<td>5.47</td>
</tr>
<tr>
<td>5</td>
<td>6.23</td>
<td>2.35</td>
<td>5.25</td>
</tr>
<tr>
<td>6</td>
<td>5.74</td>
<td>0.85</td>
<td>5.35</td>
</tr>
<tr>
<td>7</td>
<td>4.48</td>
<td>2.68</td>
<td>4.55</td>
</tr>
<tr>
<td>8</td>
<td>4.29</td>
<td>3.38</td>
<td>4.47</td>
</tr>
<tr>
<td>9</td>
<td>4.95</td>
<td>1.65</td>
<td>4.4</td>
</tr>
<tr>
<td>10</td>
<td>4.75</td>
<td>1.97</td>
<td>4.61</td>
</tr>
<tr>
<td>11</td>
<td>3.7</td>
<td>3.4</td>
<td>3.74</td>
</tr>
<tr>
<td>12</td>
<td>7.13</td>
<td>4.98</td>
<td>7.77</td>
</tr>
<tr>
<td>Average error</td>
<td>0</td>
<td>0</td>
<td>±0.048 (8%)</td>
</tr>
</tbody>
</table>

It can be seen that the interactive method produces slightly better results for volume calculus but it is clearly slower and it requires continuous action from the user.

Table 3
Plaque estimate results comparing the proposed method (both interactive and automatic methods produce the same results, as they use the same plaque detection algorithm) and the manual method, where experienced observers determined plaque type separately

<table>
<thead>
<tr>
<th>Observation 1</th>
<th>Observation 2</th>
<th>Variability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage of frames with soft plaque</td>
<td>98.33</td>
<td>94.5</td>
</tr>
<tr>
<td>Percentage of frames with hard or calcified plaque</td>
<td>80.83</td>
<td>83.49</td>
</tr>
</tbody>
</table>

It shows the percentage of frames with soft or calcified plaque out of the whole set of studied frames. Our method always detected soft plaque (overestimation) as it can be easily confused with intima thickening or lumen, while it underestimated the presence of calcified plaque due to the relatively low intensity of some calcified plaques, which our method ignored.

To compare volume measures we calculated plaque and lumen volume for each of the twelve IVUS sequences. Values of manual, interactive and automatic methods are shown in Table 2 with their average errors.

Finally the accuracy of our automatic first plaque type estimation method was investigated. Table 3 shows the percentages of the total amount of analysed frames where soft or calcified plaque was detected, comparing those taken manually to those generated automatically. Error determines the percentage of frames in which there was a mismatch.

4. Conclusions and future investigations

The developed method can be used to provide a preliminary analysis of vessel pathologies using a semi-automatic three-dimensional reconstruction of blood vessels from IVUS video sequences. Ideally only an initial contour for the media-adventitia border in the first video frame needs to be provided so that this initial contour is automatically adapted to the following video frames. Then lumen border is detected and finally the three-dimensional reconstruction can be made.

The three-dimensional reconstruction allows to take measures of length, area and volume and thus detect automatically the most problematic regions. It also provides measures of ves-

measures were calculated using three different methods: manual lumen area, interactive lumen area, automatic lumen area, manual vessel area, interactive vessel area and automatic vessel area, summing up a total amount of 2448 measures.

Results show the accuracy of our methods in calculating lumen area, vessel area, lumen volume, plaque volume and plaque type estimate. For the interactive method both a correlation condition of less than 0.94 and periodical pauses were used to stop the process every 20 frames approximately to introduce new contours manually. The automatic method, not needing any manual interaction at all but just the first one in the first frame, proved to be much slower to achieve the results shown here, as it required many more iterations.

To evaluate the accuracy of our method we compared automatic measures of area, volume and plaque estimate to those taken manually by experienced observers.

Area results are shown in Table 1. Percentage accuracy refers to the relation between the interactive/automatic measure and the manual one, while the error is the difference between the interactive/automatic measure and the manual one. Only average results are shown to simplify. Fig. 10 shows the whole set of area measures, comparing the manual, interactive and automatic methods for both lumen and vessel areas. Histograms with the percentage accuracy values are shown in Fig. 11.
sel stenosis and first estimate of plaque type. Results show the accuracy of our method in calculating and detecting the mentioned parameters, obtaining an average error of less than 1 mm² in calculating lumen and vessel area measures, equivalent approximately to 10% of the total area for the average manual area measure. For volume calculus the error was smaller than 0.5 mm³ both for lumen and plaque, which was equivalent approximately to 10–20% of the total volume for the average manual volume measure. For plaque type estimate the error on soft plaque estimate was less than 2% while it was less than 10% for hard plaque (fibrous and calcified) estimate, providing a very good preliminary evaluation of vessel pathologies from a semi-automatic three-dimensional reconstruction method of blood vessels.

Future investigations will be focused on improving the algorithms speed and on new possible methods to overcome the IVUS video intrinsic problems (such as catheter movement and ultrasonic image noise) as well as on a more complete method to estimate plaque type [14].
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