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ABSTRACT
In this paper, we propose a novel ranking approach for collaborative filtering based on Neural-Networks that jointly learns a new representation of users and items in an embedded space as well as the preference relation of users over pairs of items. The learning objective is based on two ranking losses that control the ability of the model to respect the ordering over the items induced from the users preferences, as well as, the capacity of the dot-product defined in the learned embedded space to produce the ordering. The proposed model is by nature suitable for both implicit and explicit feedback and involves the estimation of only very few parameters. Through extensive experiments on several real-world benchmarks, both explicit and implicit, we show the interest of learning the preference and the embedding simultaneously when compared to learning those separately. We also demonstrate that our approach is very competitive with the best state-of-the-art collaborative filtering techniques proposed independently for explicit and implicit feedback.
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1 INTRODUCTION
In the recent years, recommender systems (RS) have attracted many interest in both the industry and the academic research community, mainly due to the new challenges that the design of a decisive and scalable RS present. Given a set of customers (or users), the goal of RS is to provide a personalized recommendation of products to users who would likely be of their interest. Common examples of applications include the recommendation of movies (Netflix, Amazon Prime Video), music (Pandora), videos (Youtube), news content (Outbrain) or advertisements (Google). The development of efficient RS is critical both from the company and the consumer perspectives. Indeed, on one hand, users usually face a very large number of options: for instance, Amazon proposes over 20,000 movies in its selection, and it is therefore important to help them to take the best possible decision. On the other hand, major companies report significant increase of their traffic or sales coming from personalized recommendations: Amazon declares that 35% of its sales is generated by recommendations, two-thirds of the movies watched on Netflix are recommended and 28% of ChoiceStream users said that they would buy more music, provided the fact that they meet their tastes and interests.1

Two main approaches have been proposed to tackle this problem [28]. The first one, referred to as Content-Based recommendation technique [23, 26] make use of existing contextual information about the users (e.g. demographic information) or items (e.g. textual description) for recommendation. The second approach, referred to as collaborative filtering (CF) and undoubtedly the most popular

1Talk of Xavier Amatriain - Recommender Systems - Machine Learning Summer School 2014 @ CMU.
one, relies on the past interactions and recommends items to users based on the feedback provided by similar other users. Feedback can be explicit, provided mostly by ratings; or implicit that include clicks, browsing over an item or listening to a song. Such implicit feedback is readily available in abundance but is more challenging to take into account as it does not clearly translate the preference of a user for an item. The adaptation of CF systems designed for one type of feedback to another has shown to be suboptimal as the basic hypothesis of these systems inherently depends on the nature of the feedback [38]. Further, the dyadic representation of users and items has shown to be the bottleneck of these systems [36], mostly in the case where contextual information over users and items allowing to have a richer representation is unavailable.

In this paper we propose to address the following questions: (Q1) How to design a CF model that deals with implicit and explicit feedback? And, (Q2) how to learn both efficient and reliable representations for CF without using any contextual information? To do so, we propose a Neural-Network based CF model that simultaneously learns the preference of users over pairs of items, as well as their representations in an embedded space. The learning objective is a double ranking loss, where the first one directs the model to learn the preferences of users over the pairs of items, and the second one controls that the dot product function in the learned embedded space also respects this preference.

The remainder of this paper is organized as follows. Section 2 provides an overview of existing related methods. Section 3 defines the proposed pairwise ranking approach and the optimization procedure. Section 4 is devoted to numerical experiments on six real-world benchmarks including MovieLens, Netflix, and two implicit datasets built from challenges. We compare our model with state-of-the-art methods showing the appropriateness of our contribution. Finally we summarize the study and give possible future research perspectives in the last section.

2 RELATION TO STATE-OF-THE-ART

This section provides an overview of the state-of-the-art approaches that are the most similar to ours.

2.1 Neural Language Models

Neural language models have proven themselves successful in many natural language processing tasks including speech recognition, information retrieval and sentiment analysis. These models are based on a distributional hypothesis stating that words, occurring in the same context with the same frequency, are similar. In order to capture such similarities, these approaches propose to embed the word distribution into a low-dimensional continuous space using Neural Networks, leading to the development of several powerful and highly scalable language models such as the word2Vec Skip-Gram (SG) model [24, 25, 32].

The recent work of [19] has shown new opportunities to extend the word representation learning to characterize more complicated piece of information. In fact, the authors of this paper established the equivalence between SG model with negative sampling, and implicitly factorizing a point-wise mutual information (PMI) matrix. Further, they demonstrated that word embedding can be applied to different types of data, thereby proving that it is possible to design an appropriate context matrix for them. This idea has been successfully applied to recommendation systems where different approaches attempted to learn representations of items and users in an embedded space in order to achieve more efficiently the problem in hand, compared to the traditional case where these representations are not learned [11, 12, 21]. In [21], the authors proposed a model that relies on the intuitive idea that pairs of items scored the same way by different users are similar. The approach reduces to finding both the latent representations of users and items, with the traditional Matrix Factorization (MF) approach, and simultaneously learning item embeddings using a co-occurrence shifted positive PMI (SPPMI) matrix defined by items and their context. The latter is used as a regularization term in the traditional objective function of MF. Similarly, in [11] the authors proposed Prod2Vec, which embeds items using a neural language model applied to a time series of user purchases. This model was further extended in [35] who, by defining appropriate context matrices, proposed Meta-Prod2Vec.

Their approach learns a representation for both items and side information available in the system. The embedding of additional information is further used to regularize the item embedding. Inspired by the concept of sequence of words, the approach proposed by [12] defined the consumption of items by users as trajectories. Then, the embedding of items is learned using the SG model and the users embedding is further inferred as to predict the next item in the trajectory. In these approaches, the learning of item and user representations are employed to make prediction with predefined or fixed similarity functions (such as dot-products) in the embedded space.

2.2 Learning-to-Rank with Neural Networks

Motivated by automatically tuning the parameters involved in the combination of different scoring functions, Learning-to-Rank approaches were originally developed for Information Retrieval (IR) tasks and are grouped into three main categories: pointwise, listwise and pairwise [22].

Pointwise approaches [9, 20] assume that each queried document pair has an ordinal score. Ranking is then formulated as a regression problem, in which the rank value of each document is estimated as an absolute quantity. In the case where relevance judgments are given as pairwise preferences (rather than relevance degrees), it is usually not straightforward to apply these algorithms for learning. Moreover, pointwise techniques do not consider the inter dependency among documents, so that the position of documents in the final ranked list is missing in the regression-like loss functions used for parameter tuning. On the other hand, listwise approaches [39, 40] take the entire ranked list of documents for each query as a training instance. As a direct consequence, these approaches are able to differentiate documents from different queries, and consider their position in the output ranked list at the training stage. Listwise techniques aim to directly optimize a ranking measure, so they generally face a complex optimization problem dealing with non-convex, non-differentiable and discontinuous functions. Finally, in pairwise approaches [8, 10, 16] the ranked list is decomposed into a set of document pairs. Ranking is therefore considered as the classification of pairs of documents, such that a classifier is trained...
by minimizing the number of misorderings in ranking. In the test phase, the classifier assigns a positive or negative class label to a document pair that indicates which of the documents in the pair should be better ranked than the other one.

Perhaps the first Neural Network model for ranking is RankProp, originally proposed by [6]. RankProp is a pointwise approach that alternates between two phases of learning the desired real outputs by minimizing a MSE objective, and a modification of the desired values themselves to reflect the current ranking given by the net. Later on [5] proposed RankNet, a pairwise approach, that learns a preference function by minimizing a cross entropy cost over the pairs of relevant and irrelevant examples. SortNet proposed in [29, 30] also learns a preference function by minimizing a ranking loss over the pairs of examples that are selected iteratively with the overall aim of maximizing the quality of the ranking. The three approaches above consider the problem of Learning-to-Rank for IR and without learning an embedding.

Our work tackles the problem of learning user and item representations, based on neural language models, simultaneously with the learning of a preference function using Neural Networks which, to the best of our knowledge, is a new approach for Collaborative Filtering.

3 USER PREFERENCE AND EMBEDDING LEARNING WITH NEURAL NETS

This section is devoted to the presentation of RecNet, the proposed Neural Network model, designed to learn user preference over items as well as their vector representations in an embedded space for collaborative filtering.

3.1 Problem Statement

We suppose that $\mathcal{U} = \{1, \ldots, N\}$ is the set of indexes over users, and $\mathcal{I} = \{1, \ldots, M\}$ the set of indexes over items. We denote by $\mathcal{U}$ and $\mathcal{V}$, the users and items latent features matrices respectively of size $N \times k$ and $M \times k$, where $\mathcal{U}_u$ and $\mathcal{V}_v$ correspond to the vector representations of user $u$ and item $i$, and $k$ is the dimension of the embedded space. Furthermore, to each user $u \in \mathcal{U}$ and item $i \in \mathcal{I}$ is associated a binary indicator vector, having all its characteristics equal to 0 except the one that indicates the position of $u$ or $i$ in their respective sets, which is equal to 1. Hence, the binary indicator vector of $u \in \mathcal{U}$ is

$$u^T = (0, \ldots, 1, 0, \ldots, 0).$$

For any user $u \in \mathcal{U}$, we consider a pair of items $(i, i') \in \mathcal{I}^2$ over which $u$ has a preference, symbolized by $\succ$, i.e. $i \succ i'$ implies that user $u$ prefers item $i$ over item $i'$. From this preference relation a desired output $y_{i, u, i'} \in \{-1, +1\}$ is defined over each triplet $(i, u, i') \in \mathcal{I} \times \mathcal{U} \times \mathcal{I}$ as:

$$y_{i, u, i'} = \begin{cases} 1, & \text{if } i \succ i' \\ -1, & \text{if } i' \succ i \end{cases} \quad (1)$$

The input of our model takes the binary indicator vectors of an item $i \in \mathcal{I}$, a user $u \in \mathcal{U}$ and a second item $i' \in \mathcal{I}$, learning is then to find an efficient prediction function $f : \{0, 1\}^M \times \{0, 1\}^N \times \{0, 1\}^M \rightarrow [-1, +1]$, that links an input $(i, u, i') \in \{0, 1\}^M \times \{0, 1\}^N \times \{0, 1\}^M$ to its corresponding desired output $y_{i, u, i'} \in \{-1, +1\}$. And also, to estimate an accurate users and items latent feature matrices $\mathcal{U}$ and $\mathcal{V}$. To achieve this goal, we propose the following double ranking objective function:

$$L_r(f, \mathcal{U}, \mathcal{V}, S) = \alpha L_c(f, S) + \beta L_p(\mathcal{U}, \mathcal{V}, S), \quad (2)$$

where $L_c$ expresses the ability of the prediction function $f$ to respect the relative ordering of items with respect to users preferences in the training set, $S$. And, $L_p$ expresses the ability of the dot-product to respect the relative ordering of items for users of the training set, in the embedded space induced by $\mathcal{U}$ and $\mathcal{V}$. In the remaining of the paper, $L_c$ and $L_p$ are referred to as the target loss and the embedding loss, respectively. The hyperparameters $\alpha \in [0, 1]$ and $\beta \in [0, 1]$ balance the compromise between prediction and expressiveness of the learned item and user representations.

3.2 Model Architecture

RecNet, depicted in Figure 1, is a feed-forward Neural Networks with sigmoid activation functions, where the input is the concatenation of binary indicator vector representations of an item $i$, a user $u$ and another item $i'$ and the output $y_{i, u, i'}$ is defined with respect to the relation $\succ$. (Equation 1). To reach the output from the input, there are three successive layers, namely Embedding, Flatten and Dense layers.

The Embedding layer is composed of three groups of units each fully connected to the binary indicator vectors of the items and the user, in the concatenated input vector. The Flatten layer is composed of two groups of units, each fully connected to the units in the Embedding layer and that corresponds to the dyadic representation of an item and a user. Each of these units are also fully connected.

![Figure 1: The architecture of RecNet composed of Embedding, Flatten and Dense hidden layers.](image-url)
to the units of a Dense layer composed of a succession of hidden layers.

The output of each of the dense layers reflects the relationship between the corresponding item and the user, presented at the input. From the input to the output layer, the architecture of RecNet$_{α, β}$ is symmetric which ends up in the same mathematical expression of the outputs estimated by each of the dense layers. Let

$$g : \{0, 1\}^N \times \{0, 1\}^M \rightarrow \{0, 1\},$$

be the composition function of layers from the input to the output of each of the dense layers. Hence, for an input (i, u, i'), each of the dense layer predicts a score for the corresponding dyadic representation (u, i) or (u, i') (i.e. g(u, i) or g(u, i')).

Finally, the prediction given by RecNet$_{α, β}$ for an input (i, u, i') is defined upon $g$ as:

$$f(i, u, i') = g(u, i) - g(u, i').$$

(3)

Thereby, RecNet$_{α, β}$ allows to naturally define a pairwise ranking as a classification over the pairs, constituted by the dyadic representations of a user and each of preferred and less preferred items.

### 3.3 Learning and inference

For the sake of simplicity in implementation and computational efficiency, we considered the logistic surrogate ranking loss for the definitions of $L_c$ and $L_p$ estimated over mini-batches of size $n$.

Each mini-batch

$$\tilde{S}_n = \{(i, u, i'), y_{i, u, i'}); (i, u, i') \in I \times U \times I\},$$

is constituted by $n$ triplets $(i, u, i') \in I \times U \times I$ randomly sampled from the original user-item matrix and for which the preference relation $\succ$ holds. In this case the target loss $L_c$ writes:

$$L_c(f, \tilde{S}_n) = \frac{1}{n} \sum_{(i, u, i') \in \tilde{S}_n} \log(1 + e^{y_{i, u, i'}(g(u, i') - g(u, i)))}. \quad (4)$$

Similarly, the definition of the embedding loss $L_p$ follows the goal of preserving the ordering induced by $\succ$ over the examples $(i, u, i'), y_{i, u, i'} \in \tilde{S}_n$ in the learned embedded space by the dot product function defined in that space:

$$L_p(U, V, \tilde{S}_n) = \frac{1}{n} \sum_{(i, u, i') \in \tilde{S}_n} \log(1 + e^{y_{i, u, i'} V_u^T V_{i'}}). \quad (5)$$

In RecNet$_{α, β}$, we used the back-propagation technique [4] to compute the error gradients for the weights over different mini-batches. The pseudo-code of the learning phase is shown in Algorithm 1. Beginning from a set of randomly chosen weights, the algorithm iterates until a maximum number of epochs $T$ is reached.

At each epoch, a mini-batch $\tilde{S}_n$ is randomly chosen from the original user-item matrix. The concatenated binary vectors of examples in $\tilde{S}_n$ are then propagated throughout the network, and the double ranking error (Eq. 2) is retro-propagated using the descent gradient algorithm.

For the inference, shown in algorithm 2, a ranked list $G_{u, k}$ of the $k \ll M$ most preferred items for each user in the test set is maintained while retrieving the set $I$. Given the latent feature vectors of items and the user as well as the model weights; the two first items in $I$ are placed in $G_{u, k}$ in a way that the preferred one, $i'$, is put at the top. The algorithm then retrieves the next item, $i \in I$ by comparing its preference to $i'$. This is simply carried out by comparing the model’s output over the concatenated binary indicator vectors of $(i', u, i)$ and $(i, u, i')$.

Hence, if $f(i, u, i') > f(i', u, i)$, which from Equation 3 becomes equivalent to $g(u, i') > g(u, i')$, then $i$ is predicted to be preferred over $i'$; $i \succ i'$ and it is put at the first place instead of $i'$, in $G_{u, k}$. Here we assume that the predicted preference relation $\succ$ is transitive, which then ensures that the predicted order in the list is respected. Otherwise, if $i'$ is predicted to be preferred over $i$, then $i$ is compared to the second preferred item in the list, using the model’s prediction as before, and so on. The new item, $i$, is inserted in $G_{u, k}$ in the case if it is found to be preferred over another item in $G_{u, k}$.

---

2 Another stopping criteria, based on the relative errors of $L_c$ between two epochs could be chosen as well.
By repeating the process until the end of $I$, we obtain a ranked list of the $k$ most preferred items for the user $u$. Algorithm 2 does not require an ordering of the whole set of items, as also in most cases we are just interested in the relevancy of the top ranked items for assessing the quality of a model. Further, its complexity is at most $O(k \times M)$ which is convenient in the case where $M \gg 1$. The merits of a similar algorithm have been discussed in [2] but, as pointed out above, the basic assumption for inserting a new item in the ranked list $G_{u,k}$ is that the predicted preference relation induced by the model should be transitive, which may not hold in general.

In our experiments, we also tested a more conventional inference algorithm, which for a user $u$, consists in ordering the items in $I$ with respect to the output given by the function $g$, and we did not find any substantial difference in all results, presented in the following sections, and obtained over different collections.

4 EXPERIMENTS

We conducted a number of experiments aimed at evaluating how the output given by the function $d$ with respect to the 100 millions ratings from 480,000 users and 17,000 movies. For all 20% randomly sampled Netflix movies and remove users who gave the same rating for all movies.

In addition, for Netflix movies and 6040 users and 3900 movies and from 943 users on 1682 movies, we take a subset of the original data and at least 5 of the offers that were shown to them. For each user, thus, we keep at least 5 offers with a positive feedback (which they click) and at least 5 offers with a negative feedback (which they were shown and chose to ignore).

**Binarized MovieLens 20 Million.**

As for ML-100K and ML-1M, this data set is a collection of 20 millions ratings collected from more than 100,000 users over 11,000 of users. Following [21], we binarize the data by setting rating higher than three to one, and to zero otherwise. Similarly to other datasets, we only keep users who have rated at least five movies.

**Table 1: Statistics of various collections used in our experiments after preprocessing.**

<table>
<thead>
<tr>
<th>Collection</th>
<th># of users</th>
<th># of items</th>
<th># of interactions</th>
<th>Sparsity</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML-100K</td>
<td>943</td>
<td>1,682</td>
<td>100,000</td>
<td>93.7%</td>
</tr>
<tr>
<td>ML-1M</td>
<td>6040</td>
<td>3706</td>
<td>1,000,209</td>
<td>95.53%</td>
</tr>
<tr>
<td>Netflix</td>
<td>96,039</td>
<td>3,562</td>
<td>4,188,098</td>
<td>98.8%</td>
</tr>
<tr>
<td>RecSys 2016</td>
<td>106,398</td>
<td>641,075</td>
<td>16,362,222</td>
<td>99.97%</td>
</tr>
<tr>
<td>Outbrain</td>
<td>49,615</td>
<td>105,176</td>
<td>1,597,426</td>
<td>99.97%</td>
</tr>
<tr>
<td>ML-20M</td>
<td>137,678</td>
<td>26,740</td>
<td>19,972,149</td>
<td>99.46%</td>
</tr>
</tbody>
</table>

**RecSys 2016 clicks and Outbrain clicks.**

We created two datasets out of the last RecSys 2016 Challenge and the ongoing Outbrain Challenge (Kaggle). For RecSys 2016, the initial task given by the challenge was to predict those job postings that a user will positively interact with (e.g. click, bookmark). For Outbrain, the task given by the challenge is to recommend content (e.g. news) that will most likely interest a user. For both datasets, we limited ourselves to the task of click prediction. In addition, we only keep users who clicked at least 5 times and did not click on at least 5 of the offers that were shown to them. For each user, thus, we keep at least 5 offers with a positive feedback (which they click) and at least 5 offers with a negative feedback (which they were shown and chose to ignore).

**4.2 Experimental setup.**

To validate the double ranking approach described in the previous section, we tested the following seven methods.

The first two methods are the proposed model learned with only one of the ranking losses $L_p$ (Eq. 5) or $L_c$ (Eq. 4), and respectively correspond to the situations where $(\alpha = 0, \beta = 1)$; $\text{RecNet}_{0,1}$ and $(\alpha = 1, \beta = 0)$; $\text{RecNet}_{1,0}$. The goal here is to explore the impact of each of the ranking losses in (Eq. 2) and, in the overall performance of the model. The last configuration is obtained by varying the values of $\alpha$ and $\beta$ in $[0,1]$ and is referred to as $\text{RecNet}_{\alpha,\beta}$ in the following.

In order to see the effect of the embedding, we also trained the model by removing the corresponding layer (Embedding in Figure 1) and referred to as $\text{RecNet}_{E}$ in the following. Finally we compared, with the following three state-of-the-art methods that were exclusively developed for implicit or explicit feedback:

- BoostMF [7] is a collaborative filtering approach developed for explicit feedback, and it performs ranking by directly learning latent factors that are optimised towards the personalized top-K recommendations. This approach was found to outperform most of the other strong state-of-the-art ranking-oriented CF approaches, including ListRank
Figure 2: Evolution of the embedding loss, $L_p$, the net loss, $L_c$, and the double ranking loss $L_r$ (Eq. 2) with respect to the number of epochs, for $\alpha = \beta = 1$ and the learning rate $\eta = 0.0001$ on ML-100K (a), ML-1M (b) and Netflix (c) collections. In all cases, $L_p$ and, $L_r$ start to overlap after only a very few number of batches.

In order to compare the performance of these approaches, we first used the common truncated Normalized Discounted Cumulative Gain (NDCG) [33] and CoFiRank [37], as well as rating-oriented CF algorithms, including PMF [31], OrdRec [18] and UMR [34].

- BPR-MF [27] provides an optimization criterion based on implicit feedback; which is the maximum posterior estimator derived from a Bayesian analysis of the pairwise ranking problem, and proposes an algorithm based on Stochastic Gradient Descent to optimize it. The model can further be extended to the explicit feedback case.

- CoFactor [21], developed for implicit feedback, constraints the objective of matrix factorization to use jointly item representations with a factorized shifted positive pointwise mutual information matrix of item co-occurrence counts. The model was found to outperform WMF [14] also proposed for implicit feedback.

In order to compare the performance of these approaches, we first used the common truncated Normalized Discounted Cumulative Gain (NDCG@k) [15] in both implicit and explicit cases. This metric assumes that highly relevant items are more useful than negligible relevant ones, and that the lower the position of a selected item, the less useful it is for the user. DCG@k is defined as

$$
DCG@k = \sum_{\ell=1}^{k} \frac{(2^\ell - 1)}{\log_2(1+k)} r_{\ell} \Pr(\ell),
$$

where $r_{\ell}$ is the relevance judgment of the item of rank $\ell$. Then, NDCG@k is the DCG@k normalized by an appropriate constant in order to lie in the interval $[0, 1]$.

Further, for the implicit case where the relevance judgments are binary, we also measured the Mean Average Precision (MAP@k) over all users in the test set. Where the Average Precision (AP@k) is defined over the precision, $Pr$, at rank $\ell$.

$$
AP@k = \frac{1}{k} \sum_{\ell=1}^{k} r_{\ell} \Pr(\ell)
$$

For the evaluation, we used the same protocol than in [3, 7] by considering three different settings: (1) for each user, we randomly selected 10 items for training, and the remaining items are used for the testing , then for (2) and (3) we randomly selected 20 and 30 items respectively, and proceed in the same manner. In order to ensure the computational feasibility of all metrics, users with less than 20, 30 and 60 rated items are removed in each of these settings. The performance of each method is estimated by averaging measure values obtained at each 10 repetitions over test items of all users. In the remainder of this section, these different settings are referred to as S1, S2 and S3 respectively.

Lastly, to train the RecNet models we used Algorithm 1, and fixed the number of epochs to $T = 10,000$ and the size of the mini-batches to $n = 512$. Further, we used Adam [17] for the optimization of the double ranking loss, $L_r$ and the learning rate $\eta$ is chosen among the set $\{0.001, 0.0005, 0.0001\}$ using a validation set. For other parameters involved in Adam, i.e., the exponential decay rates for the moment estimates, we kept the default values ($\beta_1 = 0.9, \beta_2 = 0.999$ and $\epsilon = 10^{-8}$) and also used the L2 regularization with the values of the regularization term chosen among $\lambda \in \{0.0001, 0.001, 0.003\}$ using the same validation set. Moreover, for the computation of the score of the user-item pairs, we used a single hidden layer architecture with logistic activation functions and varied the number of hidden units in the set $\{32, \ldots, 256\}$.

We run all experiments on a cluster of five 32 core Intel Xeon @ 2.6GHz CPU (with 20MB cache per core) systems with 256 Gig RAM running Debian GNU/Linux 8.6 (wheezy) operating system. All subsequently discussed components were implemented in Python3 using the TensorFlow library [1].

For research purpose we will make available all the codes implementing Algorithms 1 and 2 that we used in our experiments as well as all the preprocessed datasets.
4.3 Experimental Results
We start our evaluation by analyzing the learning ability of $\text{RecNet}_{\alpha,\beta}$. Figure 2 depicts the evolution of the embedding and the target losses, as well as the double ranking defined at the top of them with respect to the number of epochs on ML-100K, ML-1M and Netflix collections. As it can be observed, both losses, $L_p$ and $L_c$, gradually decrease as the epochs progress, and which consequently cause the decrease of the overall double ranking loss $L_r$. This is an empirical evidence that both the objectives of, learning the representations of items and users and the preference of users over the pairs of items, measured by $L_r$, can effectively be carried out by the proposed model.

4.3.1 The effect of the hyperparameters. Our approach requires a fine hyperparameters tuning. Indeed, besides the traditional hyperparameters involved in neural networks such as the learning rate or the number of hidden units, we also have to fix the values of $\alpha$ and $\beta$ which balance the importance given to the embedding and the target losses. In our experiments, these hyperparameters were tuned over the same validation set; as all the other hyperparameters. In order to see this effect, in figure 3 we show the variation of NDCG@10 on ML-1M and Netflix datasets with respect to the values of $\alpha \in [0, 1]$ on the $x$-axis. For each value of $\alpha$, the variations of NDCG@10 are shown in boxplots for values of $\beta \in [0, 1]$. On both figures, we note that when $\alpha = 0.1$ there is a huge gap in the performance of NDCG@10 and that for any values of $\beta$.

On the other hand, when the values of $\alpha$ exceeds a certain threshold (here $\alpha = 0.2$ in both cases), different values of $\beta$ have less impact on the overall performance of the model. These results stress the importance of the embedding loss, $L_p$, in the double ranking objective $L_r$, and show the role of the representation learning in the proposed strategy.

4.3.2 The effect of the Embedded layer. To illustrate this role, we made experiments by completely removing the Embedded layer and learning the Neural-Networks without it ($\text{RecNet}_{\hat{\alpha},\hat{\beta}}$) using the same Algorithm 1. Figure 4 shows the histograms of NDCG@5 and NDCG@10 for $\text{RecNet}_{\hat{\alpha}}$ and $\text{RecNet}_{\hat{\alpha},\hat{\beta}}$ on Netflix for the three considered scenarios S1, S2 and S3. In order to have a fair comparison between both models, we fixed the value of $\alpha$ to 0, for $\text{RecNet}_{\hat{\alpha},\hat{\beta}}$. In this way, the effect of the Embedding Layer becomes apparent as the information in the concatenated input vector will be first projected to the embedded space at the propagation phase of Algorithm 1, before being propagated through the Networks. Note that in the extreme case of $\alpha = 0$, there is no effect of the embedded loss on the updates of the weights between the input and the embedded layer. From these results, it comes out that the NDCG of $\text{RecNet}_{\hat{\alpha},\hat{\beta}}$ are 2% to 5% higher than those of $\text{RecNet}_{\hat{\alpha}}$ and that for different scenarios considered in this work. These results shed light on the importance of the embedded layer where the binary information is projected before its diffusion throughout the Network.

4.3.3 Learning with explicit feedback. We now present the results obtained for Boost-MF, BPR-MF, $\text{RecNet}_{\alpha,\beta}$, and $\text{RecNet}_{\alpha,\beta}$ over all explicit datasets and the three scenarios, in tables 2,3 and 4. The results of BPR-MF and BoostMF are directly reported from [7] as we rigorously followed their experimental setup in our work. From these results, there are several points to be made: on ML-100k and ML-1M, $\text{RecNet}_{\alpha,\beta}$ performs better (and in some cases substantially better) than Boost-MF and BPR-MF.
However, we notice that compared to Boost-MF, the gap of performance is less important for NDCG@5 than for NDCG@10. This phenomena can be explained, as RecNet\textsubscript{α, β} is based on pairwise ranking and, that it is learned using the logistic surrogate loss over the average number of disordered pairs. Hence, with RecNet\textsubscript{α, β}, the misordering is less penalized for the top ranked items in a list, while Boost-MF is designed to correct the misorderings of the top-k ranked elements. The same observation holds on Netflix, with a slight advantage for Boost-MF this time. The main difference of Netflix and ML collections is the number of users that is 4 times more than in ML-1M. Our conjecture is that, the deduction of a preference relation over a predefined set of scores is not always valid, as depending on the humor (or people); two items may have two different scores without being preferred one over the other, and that even more on datasets with larger number of users like Netflix.

At this point, we can state the values of the hyperparameters of RecNet\textsubscript{α, β} tuned using a validation set, on both ML-100K and ML-100M are; 84 hidden units, \(\eta = 0.0001\) and \(\lambda = 1e^{-3}\). On Netflix, we retain 128 hidden units with the same learning rate than previously and \(\lambda = 0.001\). For \(\alpha\) and \(\beta\), we chose the best combination by varying those two in \([0, 1]\). We retain the following combinations: \((\alpha, \beta) = (0.4, 0.9), (1, 1), (1, 0.3)\) for ML-100K, ML-1M and Netflix, respectively.

For the implicit case, for which the results are shown above we obtained that the combination \((1, 1)\) always provide the best results.

4.3.4 Learning with implicit feedback. We now compare RecNet\textsubscript{1, 0}, RecNet\textsubscript{0, 1}, and RecNet\textsubscript{α, β} with BPR-MF and CoFactor [21], both originally developed to deal with implicit feedback. For the implementation of BPR-MF we used Mymedialite, a publicly available software.\(^6\) For CoFactor, we ran the implementation provided by its authors.\(^7\)

Figures 5 (a), (b) and (c) show the NDCG@5 (left) and NDCG@10 (right) obtained on respectively ML-20M, Outbrain, RecSys 2016 and for all the models except CoFactor on RecSys 2016. Indeed, for the construction of the context matrix that is involved in the learning embeddings, CoFactor uses timestamps to order items in a chronological way; and in RecSys 2016 we originally did not collect such timestamps. Further, we only report the results that correspond to the scenario S3, as for scenarios S1 and S2 the conclusions were the same.

We note that the results of CoFactor on ML-20M are consistent with those reported by the authors on their paper [21]. Furthermore, we observe that both NDCG of all three versions of RecNet are higher than 0.8, 0.6 and 0.45 on respectively ML-20M, Outbrain and RecSys 2016 collections and that they outperform the two state-of-the-art models. Compared to the explicit feedback case discussed in the previous section, the good results obtained here, are likely due to a stronger preference relation induced from the implicit feedback contained in RecSys 2016 and Outbrain collections. Also, the binarization of the ML-20M collection is out with respect to a threshold, as discussed in Section 4.1, making that the preference relation induced from these data is more robust than the preference relation induced from the scores.

\(^6\)http://mymedialite.net/download/index.html
\(^7\)https://github.com/dawenl/cofactor

4.3.5 Complexity issues. In Table 5, we finally report the running times for the training and testing of RecNet\textsubscript{α, β}, in milliseconds, over the different collections used in our experiments. These times do not take into account the tuning of the hyperparameters that can be handled on a validation set separately, once and for all. As it can be observed, the longest time to train and to test RecNet\textsubscript{α, β} is on RecSys 2016 collection, with approximately 6 and, a bit less than 4, minutes for respectively training and testing.
We presented a new Neural-Network based approach for Collaborative Filtering, where both the user and item representations in an embedded space and the prediction function translating the users preference over pairs of items are learned simultaneously. The learning phase is guided using a double ranking objective that measures the ranking ability of the prediction function as well as the expressiveness of the learned embedded space, where the preference of users over items is respected by the dot product function defined over that space. The training of RecNet, $\alpha, \beta$ is carried out using the back-propagation algorithm on mini-batches defined over a user-item matrix containing, either implicit information in the form of subsets of preferred and no-preferred items for each user, or explicit information in the form of assigned scores to items. The learnability of the model over both prediction and representation problems show their interconnection and also that the proposed double ranking objective allows to conjugate well between them.

Table 2: Mean ($\pm$ standard deviation) of NDCG@5 and NDCG@10, obtained for all compared methods, over 10 runs with each settings on ML-100K. RecNet$_{0,1}$ and RecNet$_{1,0}$ correspond to the situation ($\alpha = 0, \beta = 1$) and ($\alpha = 1, \beta = 0$), respectively. RecNet$_{\alpha, \beta}$ corresponds to the best results with $\left(\alpha, \beta\right)$ that vary between 0.1 and 1.

Table 3: Mean ($\pm$ standard deviation) of NDCG@5 and NDCG@10, obtained for all compared methods, over 10 runs with each settings on ML-1M. RecNet$_{0,1}$ and RecNet$_{1,0}$ correspond to the situation ($\alpha = 0, \beta = 1$) and ($\alpha = 1, \beta = 0$), respectively. RecNet$_{\alpha, \beta}$ corresponds to the best results with $\left(\alpha, \beta\right)$ that vary between 0.1 and 1.

Table 4: Mean ($\pm$ standard deviation) of NDCG@5 and NDCG@10, obtained for all compared methods, over 10 runs with each settings on Netflix. RecNet$_{0,1}$ and RecNet$_{1,0}$ correspond to the situation ($\alpha = 0, \beta = 1$) and ($\alpha = 1, \beta = 0$), respectively. RecNet$_{\alpha, \beta}$ corresponds to the best results with $\left(\alpha, \beta\right)$ that vary between 0.1 and 1.

5 CONCLUSION AND DISCUSSION

We evaluated and validated our approach using six implicit and explicit collections proposed for Collaborative Filtering. We assessed through extensive experiments the validity of our proposed approach. More precisely, we demonstrated that the definition of RecNet linking a triplet constituted by a user and two items, with an associated output, based on the preference of the user over those items, makes the model to naturally tackle both explicit and implicit feedback. For the latter, we noticed an important gap between the performance of the RecNet and strong state-of-the-art baselines proposed for this task.

For future work, we would like to extend RecNet in order to take into account additional contextual information regarding users and/or items. More specifically, we are interested in the integration of data of different natures, such as text or demographic information. We believe that these information can be taken into account without much effort and by doing so, it is possible to improve the performance of our approach and tackle the problem of providing recommendation for new users/items at the same time, also known as the cold-start problem. The second important extension will be
Table 5: Complexity of our approach on all benchmarks data for the S3 setting. Times are expressed in milliseconds and were computed for the all training phase (10000 batches) and the all prediction phase.

<table>
<thead>
<tr>
<th></th>
<th>training time</th>
<th>testing time</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML-100K</td>
<td>52,458</td>
<td>48</td>
</tr>
<tr>
<td>ML-1M</td>
<td>56,231</td>
<td>37,821</td>
</tr>
<tr>
<td>NETFLIX</td>
<td>69,836</td>
<td>32,123</td>
</tr>
<tr>
<td>RecSys 2016</td>
<td>361,327</td>
<td>201,438</td>
</tr>
<tr>
<td>Outbrain</td>
<td>153,211</td>
<td>41,721</td>
</tr>
<tr>
<td>ML-20M</td>
<td>207,679</td>
<td>104,313</td>
</tr>
</tbody>
</table>
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