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The algorithm developed by Razinger et al. for the automorphism group of a graph is significantly improved by eliminating the CPU-intensive \( n! \) matrix multiplication operations. The CPU times of the two algorithms are compared. The new algorithm based on memory manipulation reduces the required CPU time for some graphs by a factor of \(~ 3350\). For example, the new algorithm took 1 min, 29 s of CPU time for a graph containing 16 vertices, while the algorithm of Razinger et al. took 82 h, 54 min, 26 s for the same graph on an IBM RS6000/580 system.

INTRODUCTION

Computer perception of the symmetry of a molecule or the associated molecular graph is very important in numerous applications ranging from spectral simulation to the enumeration of isomers. Computer programs which enumerate chemical structures often yield two-dimensional connection tables called adjacency matrices. For a realistic organic compound with a given structural formula, several such two-dimensional connection tables are generated. Any further analysis or application, such as \(^{13}\)C NMR spectral simulation, enumeration of stereoisomers, optical isomers, etc., requires automated computational algorithms for the rapid machine perception of symmetries of the associated graphs.

The symmetry group of a graph is quite different from the normal point group of a molecule in that the former is based on the connectivity of the graph while the latter is based on the invariance of the molecule under proper or improper rotational operations. The symmetry group of a graph, more commonly known as the automorphism group of a graph, is a permutation group comprising permutations of the vertices of the graph which leave the adjacency matrix (connectivity) of the graph invariant.

Computer perception of graph automorphism symmetry can be a very CPU-intensive problem. In general any permutation of the vertices of the graph in question which leaves the adjacency matrix (connectivity of the graph) invariant belongs to the automorphism group. The process of the construction of the automorphism group thus requires checking if a permutation of the vertices of a graph leaves the adjacency matrix invariant or not. In general there are \( n! \) permutations of vertices for a graph which contains \( n \) vertices. The checking process involves two matrix multiplications which comprise \( 2n^3 \) multiplication operations. Thus the problem in general involves \( 2n^3n! \) multiplication operations. This amounts to \( 7.2576 \times 10^9 \) multiplications for a graph containing 10 vertices.

There are several computational procedures for constructing the automorphism vertex partitioning the graphs. Different computational procedures were compared recently, and their relative merits were discussed. Where as there are several techniques for the automorphism partitioning of the vertices of a graph, there are very few methods for the generation of the automorphism group. Randić's canonical labeling procedure produces both the automorphic partitioning of the vertices and the permutations in the automorphism group. The technique is especially useful for a graph which contains single automorphic vertex partitioning.

In this case one could find the number of equivalent canonical labelings by inspection of the graph. However, automated computational algorithms which have to be applied to several graphs simultaneously do not enjoy the advantage of human visual perceptions and pattern recognitions. Such algorithms have to work with only adjacency matrices as these are the ones readily available and stored in the computers. Razinger et al. developed a technique for the generation of the automorphism group using the vertex partition information generated by computational techniques such as the extended Morgan algorithm, the principal eigenvector algorithm, etc.

This reduces the computational intensity of the problem from \( 2n^3n! \) multiplications to a smaller number of multiplications for a graph which contains several automorphism vertex partition sets, although for graphs which contain a single equivalence class of vertices the required number of operations is still \( 2n^3n! \). In the present investigation we develop a computational technique and a code which eliminates the CPU-intensive matrix multiplications completely. This brings down the required CPU time dramatically in several cases.

We coded the two techniques in Fortran77 and executed the codes on an IBM RS/6000-580 work station. The newly developed code took dramatically smaller (sometimes a factor of 3350) CPU times for several graphs, as shown here.

COMPUTATIONAL TECHNIQUES

First we define the automorphism group of a graph. The adjacency matrix of a graph \( A \) is defined as

\[
A_{ij} = \begin{cases} 1 & \text{if the vertices } i \text{ and } j \text{ are connected} \\ 0 & \text{otherwise} \end{cases}
\]

A permutation of the vertices of a graph can be described by a permutation matrix \( P \) defined as

\[
P_{ij} = \begin{cases} 1 & \text{if the vertex } i \text{ is permuted to } j \text{ by the permutation} \\ 0 & \text{otherwise} \end{cases}
\]

A given permutation is in the automorphism group if its permutation matrix \( P \) satisfies

\[A = P^TAP\]

For a graph which contains \( n \) vertices there are \( n! \) permutations. Thus a brute force rigorous computational technique would require \( n! \) such checkings to verify if eq 3 is satisfied. As seen above, eq 3 involves two \( n \times n \) matrix multiplications. Since each matrix multiplication requires \( n^3 \) multiplication

operations, the total number of multiplication operations for exhaustive checking of eq 3 is

\[ T(n) = 2n^3 n! \]  

(4)

This does not include the CPU times required for the generation of the permutation matrix \( P \).

Razinger et al.\(^1\) recognized the significant reduction in the CPU time and the total number of operations if the graph in question has several equivalence classes of vertex partitions. That is, two vertices of a graph can be said to be equivalent if they belong to the same orbit in the automorphism permutation of the vertices of the graph. Vertices can thus be partitioned according to their equivalence. All vertices in an equivalence class would have identical connectivity properties.

Suppose the vertices of a graph can be divided into equivalence classes such that the first set contains \( n_1 \) nuclei, the second set \( n_2 \) nuclei, and so on. There are graphs which contain only one equivalence class. Of course for such graphs all vertices are equivalent. In this case no simplication or reduction is possible in the total number of operations if one used eq 3, since no partitioning of the vertices is achieved. However if the vertices can be partitioned into \( m \) equivalence classes such that the \( i \)th equivalence class consists of \( n_i \) nuclei, some simplification is achieved. This is because the vertices in different equivalence classes cannot be permuted. All permutations in the automorphism group must have their orbits within the same vertex partition. This means that the automorphism group \( \Sigma \) must be a subgroup of \( S_{n_1} \times S_{n_2} \times \ldots \times S_{n_m} \), where, as seen above, \( n_i \) is the number of elements in the \( i \)th equivalence class. In symbols,

\[ \Sigma \subseteq S_{n_1} \times S_{n_2} \times \ldots \times S_{n_m} \]  

(5)

The number of times eq 3 needs to be checked reduces significantly as there are more equivalence classes and less number of vertices in each class. It can be seen that the number of multiplication operations for the exhaustive search of automorphisms in this case is

\[ T(n_1, n_2, \ldots , n_m) = 2n_1^n_1 n_2^n_2 \ldots n_m^n_m! \]  

(6)

To illustrate consider a graph which contains 16 vertices and suppose that the vertices are partitioned into 3 equivalence classes, the first class containing 8 vertices, the second and third containing 4 vertices each. The total number of multiplication operations reduce from \( 1.714 \times 10^{17} \) to \( 1.902 \times 10^{11} \) as a result of vertex partitioning. Consequently, the algorithm of Razinger et al.\(^1\) brings about a reduction of \( \sim 10^6 \) in CPU time. Yet as shown here this is not the most efficient procedure due to the sheer number of multiplications and matrix generations which need to be carried out.

In the procedure developed here we recognize that while eq 3 is ideal as a rigorous definition of the automorphic permutation, it is not as useful in the implementation of an algorithm which generates the automorphism group. The reason is that each implementation of eq 3 involves two matrix multiplications and thus \( 2n^3 \) multiplication operations. This has to be performed \( n_1^n_1 n_2^n_2 \ldots n_m^n_m! \) times and in the worst case \( n! \) times where \( n \) is the number of vertices.

Significant reduction in CPU time is achieved if one recognized the effect of eq 3 on the matrix \( A \) without performing the matrix multiplication. In order to achieve this consider as an example a general \( 4 \times 4 \) matrix in symbolic form, shown as follows:

\[ A = \begin{bmatrix}
  a_{11} & a_{12} & a_{13} & a_{14} \\
  a_{21} & a_{22} & a_{23} & a_{24} \\
  a_{31} & a_{32} & a_{33} & a_{34} \\
  a_{41} & a_{42} & a_{43} & a_{44}
\end{bmatrix} \]  

(7)

We consider the permutation \((12)(34)\) in the orbit notation of four objects. This can also be represented as

\[ (1 \ 2 \ 3 \ 4) \begin{bmatrix}
  1 & 0 & 0 & 0 \\
  0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 1 \\
  0 & 1 & 0 & 0
\end{bmatrix} \]  

(8)

The transpose of the matrix is shown as follows.

\[ P^T(12)(34) = \begin{bmatrix}
  0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 1 \\
  0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 1
\end{bmatrix} \]  

(9)

The result of \( P^T A P \) is shown as follows.

\[ P^T A P = \begin{bmatrix}
  0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 1 \\
  0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
  a_{11} & a_{12} & a_{13} & a_{14} \\
  a_{21} & a_{22} & a_{23} & a_{24} \\
  a_{31} & a_{32} & a_{33} & a_{34} \\
  a_{41} & a_{42} & a_{43} & a_{44}
\end{bmatrix} \begin{bmatrix}
  0 & 1 & 0 & 0 \\
  1 & 0 & 0 & 0 \\
  0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 1
\end{bmatrix} \]  

(10)

\[ \begin{bmatrix}
  0 & 1 & 0 & 0 \\
  1 & 0 & 0 & 0 \\
  0 & 0 & 1 & 0 \\
  0 & 0 & 1 & 0
\end{bmatrix} \begin{bmatrix}
  a_{11} & a_{12} & a_{13} & a_{14} \\
  a_{21} & a_{22} & a_{23} & a_{24} \\
  a_{31} & a_{32} & a_{33} & a_{34} \\
  a_{41} & a_{42} & a_{43} & a_{44}
\end{bmatrix} = \begin{bmatrix}
  a_{21} & a_{22} & a_{23} & a_{24} \\
  a_{11} & a_{12} & a_{13} & a_{14} \\
  a_{42} & a_{43} & a_{44} & a_{41} \\
  a_{32} & a_{33} & a_{34} & a_{31}
\end{bmatrix} \]  

(11)

Upon careful examination of the resulting matrix, it is seen that the overall matrix multiplication corresponds to interchange of the second row with the first row followed by interchange of second column with the first column. Likewise the third row is interchanged with the fourth row combined with the interchange of the third and fourth columns. Note that the permutation corresponding to the permutation matrix \( P \) for the above permutation is constructed and shown as follows.

\[ P = \begin{bmatrix}
  1 & 2 & 3 & 4 \\
  2 & 1 & 4 & 3
\end{bmatrix} \]  

(12)

We consider the permutation \((1234)\) or in another notation

\[ (1 \ 2 \ 3 \ 4) \]  

(13)

The result of matrix multiplication for this permutation is

\[ \]
shown as follows.

\[
\begin{bmatrix}
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\end{bmatrix}
\begin{bmatrix}
a_{11} & a_{12} & a_{13} & a_{14} \\
a_{21} & a_{22} & a_{23} & a_{24} \\
a_{31} & a_{32} & a_{33} & a_{34} \\
a_{41} & a_{42} & a_{43} & a_{44} \\
\end{bmatrix}
= 
\begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
\end{bmatrix}
\]

(12)

Comparison of the final matrix with the initial matrix reveals that the following permutations of rows and columns must be done to arrive at the final matrix from the initial matrix: Move the first column of the starting matrix to the fourth column, the second column to the third, the third column to the fourth, and the fourth column to the first. Now move the first row of the resulting matrix to the fourth, second to the third, third to the fourth, and finally the fourth to the first row. Thus the permutation \((1234)\) resulted in the corresponding permutation of the columns followed by the rows of the starting matrix.

In general a permutation in the two-row notation will have the following form

\[
\begin{bmatrix}
1 & 2 & 3 & \ldots & i & \ldots & n \\
p_1 & p_2 & p_3 & \ldots & p_i & \ldots & p_n \\
\end{bmatrix}
\]

That is, the above permutation is read as \(1\) goes to \(p_1\), \(2\) goes to \(p_2\) \(\ldots\), \(i\) goes to \(p_i\), \(\ldots\), and \(n\) goes to \(p_n\). This permutation will result in the following exchanges of columns and rows of the matrix \(A\). Move first column to the \(p_1\) column, the second column to the \(p_2\) column, \(\ldots\), the \(i\)th column to the \(p_i\)th column, \(\ldots\), and the \(n\)th column to the \(p_n\)th column. Subsequently, move the first row of the resulting matrix to the \(p_1\)th row, the second row to the \(p_2\)nd row, \(\ldots\), the \(i\)th row to the \(p_i\)th row, \(\ldots\), and the \(n\)th row to the \(p_n\)th row. The final matrix thus obtained is the result of multiplying \(P^TAP\) matrices. The advantage of the permutation over matrix multiplications is that it cuts down the CPU time dramatically.

The above algorithm can be coded without actually permuting the rows and columns by simply locating the \((ij)\)th matrix element of the new matrix in terms of an old matrix element as dictated by the permutation. This obviates the expensive process of interchanging rows and columns. To facilitate this, we cast the algorithm described in Table 1. As seen from Table 1, the algorithm here is elegant and simple. It basically takes the second row of the permutation as the input. Instead of actually switching rows and columns, in nested do loops over indices \(i\) and \(j\), it compares \(a_{ij}\) with the permuted matrix element \(a_{p_ip_j}\). The moment it reaches inequality it exits both the do loops yielding the result that the permutation is not in the automorphism group. However if the two elements agree, then the algorithm scans through other matrix elements. Only after all the elements are equal it exits the do loops, yielding the result that the permutation is in the automorphism group.

For symmetric matrices such as the adjacency matrix of a graph, further simplification is achieved since only the upper or lower triangle of the adjacency matrix needs to be compared. This is demonstrated in Table 2. For graphs which have no loops, yet another computational reduction is feasible, since comparison of diagonal elements can be omitted.

The advantage of the newly developed algorithm is that it eliminates \(2n^3\) matrix multiplication operations and the generation of \(n \times n\) permutation matrices entirely. This dramatically reduces the required CPU time for numerous graphs, as we shall demonstrate in the next section.

### COMPUTATIONAL IMPLEMENTATION AND COMPARISON

The author implemented both the algorithm of Razinger et al. and the current algorithm in Fortran77 on an IBM RS/6000-580 workstation. It is noted that previously the algorithm of Razinger et al. was implemented on a Vax workstation 3700. However in the current study both algorithms are compared on the same workstation. The

---

**Table 1. Automorphism Group Algorithm without Matrix Multiplication**

Given \(p_i\) for \(i = 1, 2, \ldots, n\) describing the permutation.

For \(i = 1, n\) DO

For \(j = 1, n\) DO

if \(a_{ij} \neq a_{p_ip_j}\) go to *

else continue

The given permutation is in the automorphism group exit.

*The given permutation is not in the automorphism group exit.

**Table 2. Automorphism Group Algorithm for Undirected Graphs Containing No Loops**

Given \(p_i\) for \(i = 1, 2, \ldots, n\)

For \(i = 1, n - 1\) DO

For \(j = i + 1, n\) DO

if \(a_{ij} \neq a_{p_ip_j}\) go to *

else continue

The given permutation is in the automorphism group exit.

*The given permutation is not in the automorphism group exit.
generation of the permutations in the $S_8 \times S_8 \times \cdots \times S_8$ group was accomplished through a series of nested do loops wherein the NEXPER subroutine outlined by Nijenhuis and Wilf was called. The NEXPER called sequentially generates the next permutation from the array containing the current permutation. The NEXPER subroutine generates even and odd permutations alternately.

In our version of the code we have also implemented the principal eigenvector generation algorithm to come up with an initial set of equivalence classes. The relative merit of this algorithm has already been discussed in several previous publications. The algorithm discriminates all vertices correctly except for isospectral points. Our code also has an option of providing equivalence classes as inputs or from other programs which use other techniques for the generation of equivalence classes.

Once the equivalence classes are constructed, the permutations of the $S_8 \times S_8 \times \cdots \times S_8$ group are generated. Note that $m$ is the number of equivalence classes. For each permutation thus generated a subroutine called AUTOCHK is invoked which checks if the given permutation is in the automorphism group or not. It is noted that, in the two programs we compared, the difference was only in this subroutine. In one case (Razinger et al.) AUTOCHK used the matrix multiplication technique based on eq 3. In the other case AUTOCHK was based on the algorithm outlined in Table 2. This facilitated exact comparison of the performance of the two codes.

The codes developed here also had options to terminate execution after a given number of permutations were found in the automorphism group. At this point the code stops execution, giving the current permutation. This is a valuable performance of the two codes.

The starting vector is a normalized vector containing unities. The process is iterated $n$ times, where $n$ is the number of vertices. If the components $i$ and $j$ in the vector $X_n$ are equal, then the vertices $i$ and $j$ of the graph are considered equivalent. This procedure yields the equivalence classes of vertices except for the isospectral points. Our code also has an option of providing equivalence classes as inputs or from other programs which use other techniques for the generation of equivalence classes.

Once the equivalence classes are constructed, the permutations of the $S_8 \times S_8 \times \cdots \times S_8$ group are generated. Note that $m$ is the number of equivalence classes. For each permutation thus generated a subroutine called AUTOCHK is invoked which checks if the given permutation is in the automorphism group or not. It is noted that, in the two programs we compared, the difference was only in this subroutine. In one case (Razinger et al.) AUTOCHK used the matrix multiplication technique based on eq 3. In the other case AUTOCHK was based on the algorithm outlined in Table 2. This facilitated exact comparison of the performance of the two codes.

The codes developed here also had options to terminate execution after a given number of permutations were found in the automorphism group. At this point the code stops execution, giving the current permutation. This is a valuable CPU-time-saving option. Once a few permutations in the automorphism group are found, one could use the closure and inverse properties of the group.

A similar situation is the Peterson graph (Figure 1). The present algorithm took only 2 min and 10 s to generate all 120 permutations. However it took 3 h, 34 min, and 56 s of CPU time for the Razinger et al. algorithm. The Peterson graph has only one equivalence class of vertices since all vertices are equivalent. Thus 10' permutations have to be generated and checked. The main difference is in the subroutine which checks if the generated permutation is in the automorphism group or not. In the Razinger et al. method $2^n$ multiplications are made, while no multiplications are performed in the current computation.
procedure. This we believe is the key difference that dramatically reduces the CPU time for graphs with fewer equivalence classes. In this case the ratio of the CPU times was found to be 99.

The cube graph which contains eight vertices was considered as another test graph. The CPU time taken by the present code is 13 s compared to the CPU time of 19 min, 49 s for the Razinger et al. algorithm. In this case the ratio of the CPU times was found to be 91.

Next we consider graph 5 in Figure 1 (pentagon within a pentagon). This graph took considerably less time compared to the Peterson graph, although both graphs contain the same number of vertices and the same equivalence class structure. This is because there are 120 permutations in the automorphism group of the Peterson graph, while there are only 20 permutations for graph 5 in Figure 1. The code takes a long time to check if a permutation is a member of the group since it has to exhaustively search through the entire matrix to conclude if a permutation belongs to the group. On the other hand if a permutation does not belong to the group, then it can exit the do loops sooner. This explains why it took only 160.6 s for the graphs in Figure 1 compared to 2 min, 10 s for the Peterson graph using our code. Likewise the Razinger et al. method took 1 h, 1 min, 43 s for graph 5 (Figure 1), while the same method took 3 h, 34 min, 56 s for the Peterson graph. The ratio of the CPU times for the two codes for graph 5 (Figure 1) is 223.

The hexagon within a hexagon (graph 6, Figure 1) was found to be one of the most difficult test cases used in the current study. The CPU time taken by this graph was found to be 39 min, 29 s using our procedure, while the Razinger et al. algorithm took more than 139 h of CPU time and yet it had not completed the processing. In this case the ratio of the CPU times is estimated to be >208.

We also considered some polycyclic aromatic graphs. The anthracene structure took a mere 0.13 s using our code. The small CPU time is due to several equivalence classes. On the other hand triphenylene took 26 min, 40.4 s of CPU time using our code.

Razinger et al. have recognized a few graphs as "complex graphs" as they pose special problems for both the automorphism partitioning and the automorphism group. Figure 2 shows these graphs considered before by Razinger et al. We note that these authors used such graphs to illustrate the automorphism partitioning problem. The automorphism groups were not obtained before by Razinger et al. for these graphs. Table 4 compares the CPU times for the two techniques. Graphs 2 and 4 (Figure 2) should be considered trivial from the stand point of CPU time. However graphs 1 and 3 (Figure 2) were more challenging. Graph 1 (Figure 2) took 17.5 s of CPU time using our method while the Razinger et al. technique used 1 h, 9 min, 21 s or a ratio of 237. Graph 3 (Figure 2) consumed 1 min, 29 s when the current algorithm was used, while the Razinger et al. algorithm took 82 h, 54 min, 26 s (a ratio of 3353). We also note that the principal eigenvector algorithm does not yield the correct automorphism partitioning for this graph. This graph, we believe, is the most dramatic comparison of the CPU times taken by the two algorithms.

Consider the left graph in Figure 3. Our current code took only 4.86 s to generate all 128 permutations in the automorphism group of this graph. It should be noted that the resulting group is the wreath product\(^{22}\) of \(D_4\) with \(S_2\) denoted as \(D_4[S_2]\). The wreath product groups and their extensions have been discussed in the literature before.\(^{22}\) The automorphism group of the second graph (right) in Figure 3 containing 384 permutations took 5.95 s. The resulting group is the wreath product \(S_4[S_2]\). This demonstrates the complexity of the generation of automorphism groups through exhaustive search methods.

It should be mentioned that our code can be enhanced to yield quick solutions for the complete and trivial graphs without going through automorphism checks as the automorphism groups of these graphs is \(S_n\) if \(n\) is the number of vertices. We note that no single technique appears to be universally suited for all graphs. For example, for regular graphs which contain simply one equivalence class of vertices, the Randić canonical labeling method appears to be the best suited method. Often manual inspection of such graphs yields the automorphism groups. For example consider the cube graph. All eight vertices are equivalent. We label any vertex with the label 1. There are eight possible ways. Once this is done the three adjacent vertices to the vertex should carry the labels 6, 7, and 8 in the canonical labeling method. Since all three of these vertices are equivalent there are 3! ways of accomplishing this. Once this is done the rest of the labels are uniquely determined. Consequently the number of elements in the automorphism group is \(8 \times 3!\) or 48. Randić has applied this technique for several such graphs as the Desargues–Levi graph, the Peterson graph, etc., with considerable success.

---

**Table 4. Comparison of CPU Times for Some Complex Graphs**

<table>
<thead>
<tr>
<th>graph</th>
<th>present</th>
<th>multiplication</th>
<th>algorithm(^a)</th>
<th>IVa</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Figure 2)</td>
<td>17.54 s</td>
<td>1 h 9 min, 21 s</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>2 (Figure 2)</td>
<td>0.06 s</td>
<td>12.97 s</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>3 (Figure 3)</td>
<td>1 m 29 s</td>
<td>82 h, 54 min, 26 s</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>4 (Figure 2)</td>
<td>0.03 s</td>
<td>0.81 s</td>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) All CPU times were measured on an IBM RS/6000 580 workstation.

\(^b\) The algorithm from Razinger et al.\(^1\)
As the author\(^\text{11}\) showed the automorphism groups of all trees can be obtained by pruning the trees. The tree pruning algorithm yields the automorphism group of any tree readily as a recursive wreath or generalized wreath product. The algorithm is extremely efficient compared to all other algorithms described here.

Graphs which can be expressed as products of smaller graphs or compositions or generalized compositions of smaller graphs can be treated with more elegant and sophisticated techniques.\(^\text{23}\) The automorphism groups of these graphs can also be expressed as generalized wreath products. It appears that the graph reduction algorithms could be superior to exhaustive search algorithms for the automorphism groups of such graphs. However, the universal applicability of the graph reduction algorithms remains to be tested. It appears at present that there cannot be a single technique that is uniformly elegant and efficient for all graphs. However a code can be developed which determines the special features of the graph in question and then decides which procedure is the most efficient one for that graph. For graphs containing several vertex partitionings such that there exist less than 12 vertices in each set, the algorithm developed here is certainly efficient.
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