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Abstract—An important problem of neuroimaging data analysis for traumatic brain injury (TBI) is the task of co-registering MR volumes acquired using distinct sequences in the presence of widely variable pixel movements which are due to the presence and evolution of pathology. We are motivated by this problem to design a numerically stable registration algorithm which handles large deformations. To this end, we propose a new measure of probability distributions based on the Bhattacharyya distance, which is more stable than the widely used mutual information due to better behavior of the square root function than the logarithm at zero. Robustness is illustrated on two TBI patient datasets, each containing 12 MR modalities. We implement our method on graphics processing units (GPU) so as to meet the clinical requirement of time-efficient processing of TBI data. We find that 6 seconds are required to register a pair of volumes with matrix sizes of $256 \times 256 \times 60$ on the GPU. In addition to exceptional time efficiency via its GPU implementation, this methodology provides a clinically informative method for the mapping and evaluation of anatomical changes in TBI.
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I. INTRODUCTION

A. Background

An estimated 1.7 million Americans sustain traumatic brain injuries (TBIs) every year [1]. The large number of recent TBI cases in soldiers returning from military conflicts has highlighted the critical need for improvement of TBI care and treatment, and has drawn sustained attention to the need for improved methodologies of TBI neuroimaging data analysis. Neuroimaging of TBI is vital for surgical planning by providing important information for anatomic localization and surgical navigation [2], as well as for monitoring patient case evolution over time. Approximately 2 days after acute injury, magnetic resonance imaging (MRI) becomes preferable to computed tomography (CT) for the purpose of lesion characterization, and the use of various MR sequences tailored to capture distinct aspects of TBI pathology provides clinicians with essential complementary information for the assessment of TBI-related anatomical insults and pathophysiology.

Deformable image registration (DIR) plays an essential role in TBI image analysis; its aim is to find a transformation between two image sets such that the transformed image becomes similar to the target image according to some chosen metric or criterion. One difficulty in co-registering TBI datasets is the large amount of possible deformation between MR modalities even within the same patient and time point. When it comes to dealing with such large deformations, numerical stability is a critical requirement for registration algorithms. We are motivated by this prominent difficulty of TBI image analysis to propose a novel, numerically stable metric for multimodal image registration.

Multimodal image registration has been an active research area since the seminal work of [3], [4] and, independently, of [5]. When approaching the problem of registering images acquired using distinct MR sequence types, using sum-of-squared-differences of intensity values between two images as a metric of dissimilarity is not useful because tissue types have different intensity profiles from modality to modality. Consequently, the standard strategy for multimodal registration involves comparing intensity distributions instead of intensity values directly. Mutual information (MI) is widely used for this purpose: see the survey in [6] and other more recent work [7], [8], [9], [10].

MI is a measure which quantifies the mutual dependence of two random variables. Let $p_1(x)$ and $p_2(y)$ be the probability density functions (PDF) of two random variables $X$ and $Y$, respectively, and let $p(x, y)$ be their joint probability distribution function. The MI of $X$ and $Y$ is defined as

$$\mathcal{M}(X, Y) = \int_Y \int_X p(x, y) \log \frac{p(x, y)}{p_1(x) p_2(y)} \, dx \, dy. \quad (1)$$

It can also be expressed as a Kullback-Leibler (KL) divergence [11]. Although MI is well-defined, its gradient is not, which makes DIR algorithms unstable in the sense that stable algorithms avoid magnifying small errors.

Aside from MI, there are a number of measures in probability theory which can be used to define a distance between two distributions. Consider the Chi-squared (CS) statistic [12],
for example. It is defined as

\[ X^2 = \sum_i \frac{(X_i - Y_i)^2}{X_i + Y_i}, \] (2)

where \(X_i\) and \(Y_i\) are the frequency-coded quantities contained in bin \(i\) for \(X\) and \(Y\) respectively. The main drawback of this measure is that singularities arise when computing the CS for empty bins.

This paper explores the possibility of avoiding the potential instability problems of MI and CS by using the Bhattacharyya distance (BD) [13] for the problem of multimodal DIR. It should be noted that the BD is similar to the Jensen-Renyi divergence [14] and identical to the \(I_{\alpha}\) information with \(\alpha = 0.5\) in [15]; nevertheless, neither of these measures has been sufficiently studied from the standpoint of their possible relevance to the problem of image registration. Our main purpose in this paper is to propose a stable information-theoretic metric as an alternative to CS and MI, which are currently standard in medical imaging registration [16], for example, illustrates some advantages of BD over CS, such as the former being “self consistent, unbiased and applicable to any distribution.” Similarly, [17] notes that the BD leads to better results than the KL divergence in signal selection, which implies that the BD may be better than MI for the problem of DIR. Recently, the BD has shown its potential in various applications to computer vision, such as detection [18], segmentation [19], and tracking [20], [21].

In clinical settings which involve acute TBI care, the amount of time required for the processing of neuroimaging datasets from patients in critical condition should be minimized. To meet this clinical requirement, we implement our algorithm on a graphics processing unit (GPU) platform. The robustness of the method is illustrated using two sample TBI patient datasets, each containing 12 pairs of multimodal MR volumes at both acute and chronic stages. We also provide a clinically informative way to map and evaluate anatomical changes in TBI.

The unusual heterogeneity of TBI and large variability of pathology-related tissue intensities across modalities are two appreciable difficulties which must be considered when evaluating registration methods designed specifically for TBI. These two factors make our validation task significantly more challenging than that involving registration methods for healthy MR data, where more subjects are typically used than in our case. Although our validation approach is admittedly limited and illustrative at least due to the use of only two subjects, our results do provide an adequate—though preliminary—basis for evaluating the benefits of our proposed method.

The remainder of this paper is organized as follows. Section II derives the formula of the similarity measures based on the BD. A viscous fluid model is reviewed in Section III as a registration framework to compare MI to the BD. In Section IV, we conduct a quantitative and qualitative analysis on two synthetic sets of data including phantoms, simulated MRIs; subsequently, two authentic TBI patient datasets are examined separately in Section V. Finally, conclusions and directions for future research are given in Section VI.

II. THEORETICAL FRAMEWORK

The formula of the similarity measure via the Bhattacharyya coefficient (BC) is derived in the same way in which MI can be derived from the KL divergence. Since both the BD and MI stem from the use of a divergence measure, both measures are similarly able to distinguish between two distributions. The BD is advocated here as a similarity measure for the problem of DIR due to the fact that the gradient of MI is not well-defined, which leads to instability in the iterative process for approaching optimal solutions.

The KL divergence is a non-symmetric measure of the difference between two probability distributions \(P\) and \(Q\), defined as

\[ D_{KL}(P, Q) = \int p(r) \log \frac{p(r)}{q(r)} \, dr, \] (3)

where \(p\) and \(q\) are the PDFs of \(P\) and \(Q\). Then MI (1) can be interpreted in terms of the KL divergence of the product \(p_1(x) \times p_2(y)\) and the joint distribution \(p(x, y)\):

\[ M(X, Y) = D_{KL}(p(x, y), p_1(x)p_2(y)). \] (4)

On the other hand, the BD [13] defines a symmetric distance between probability distributions as \(-\log D_{BC}\), where \(D_{BC}\) is the BC, given by

\[ D_{BC}(P, Q) = \int \sqrt{p(r)q(r)} \, dr. \] (5)

Replacing the KL divergence in Eq. (4) with the BC, one obtains the expression for a similarity metric:

\[ B(X, Y) = D_{BC}(p(x, y), p_1(x)p_2(y)) \]
\[ = \int \sqrt{p(x, y)p_1(x)p_2(y)} \, dx \, dy. \] (6)

Similarly to MI, this metric can be used in registering two images with different modalities, since both of them illustrate some type of divergence between two distributions \(p(x, y)\) and \(p_1(x)p_2(y)\). Hence forward, the convention is adopted of expressing \(B(X, Y)\) in Eq. (7) using the BD, as opposed to MI.

For DIR, one is interested in computing the displacement field \(T(\tilde{z}) = z - \tilde{u}(\tilde{z})\) which deforms one image \(I_1\), often called the moving image, to match the static image \(I_2\) by mapping the fixed position \(\tilde{z}\) in \(I_2\) onto the corresponding point \(z - \tilde{u}\) in \(I_1\). The optimal solution of \(\tilde{u}\), which is often called a deformation field, is obtained by maximizing MI or by minimizing the BD between two PDFs of \(I_1(z - \tilde{u})\) and \(I_2(\tilde{z})\). The PDF is expressed in terms of the intensity histogram. Consider, for example, the joint intensity distribution (or, for short, the joint histogram) in this scenario, which can be computed using a 2D Parzen window

\[ G_\sigma(a, b) = \exp \left( -\frac{a^2 + b^2}{2\sigma^2} \right) \] (8)

to approximate the \(\delta\) function in the overlap region \(V:\)

\[ p(i_1, i_2; \tilde{u}) = \frac{1}{V} \int_V \delta(i_1 - I_1(z - \tilde{u}), i_2 - I_2(z)) \, dz; \]
\[ \approx \frac{1}{V} \int_V G_\sigma(i_1 - I_1(z - \tilde{u}), i_2 - I_2(z)) \, dz. \] (9)
Its marginal distributions \( p(i_1; u), p(i_2) \) are the PDFs of \( I_1(z - u) \) and \( I_2(z) \), respectively. To simplify notation, it is assumed that the BD and MI are directly defined on images:

\[
B(I_1, I_2; u) = \int \int \sqrt{p(i_1, i_2; u)p(i_1; u)p(i_2)} di_1 di_2 \tag{10}
\]

\[
M(I_1, I_2; u) = \int \int p(i_1, i_2; u) \log \frac{p(i_1, i_2; u)}{p(i_1; u)p(i_2)} di_1 di_2 . \tag{11}
\]

It is standard to obtain the optimal solution of the deformation \( \dot{u} \) via an iterative gradient descent algorithm. The gradients of the BD and MI with respect to \( \dot{u} \) share the same structure:

\[
\frac{1}{V} \left[ \frac{\partial B}{\partial t} (i_1, i_2, u) \right] (I_1(z - u), I_2(z)) \nabla I_1(z - u) , \tag{12}
\]

where the \( L \) term for the BD and MI is given by

\[
L_B(i_1, i_2; u) = \frac{1}{2} \sqrt{\frac{p(i_1; u)p(i_2)}{p(i_1, i_2; u)}} + \frac{1}{2} \sqrt{\frac{p(i_2)p(i_1, i_2; u)}{p(i_1; u)}} di_2 \tag{13}
\]

\[
L_M(i_1, i_2; u) = 1 + \log \frac{p(i_1, i_2; u)}{p(i_1; u)p(i_2)} . \tag{14}
\]

The subscripts \( B \) and \( M \) correspond to the BD and MI, respectively. The deviation of the MI-based gradient is thus negligible. In other words, the BD has the same computational cost as MI for each iteration in this scheme. The force term is the innovation here is to use the BD. The force term is parallel to the image gradient of certain similarity measures with respect to the deformation \( u \).

From the standpoint of computational complexity, it seems more expensive to compute the gradient of the BD than that of MI when comparing (13) and (13). However, the difference in the computational cost of the similarity measure does not affect the overall computational time for registration. Since the dimension of the 2D joint histogram is usually much smaller than the sizes of 3D images, the additional cost of computing (13) other than (13) is negligible. In other words, the BD has the same computational cost as MI for each iteration in this DIR framework.

III. VISCOUS FLUID MODEL FOR REGISTRATION

A registration algorithm is usually composed of three main components: a transformer, a measure and an optimizer. Typically, a similarity measure is first established to quantify how close two image volumes are to each other according to some chosen metric. Next, the transformation which maximizes this similarity is computed through an optimization process which constrains the transformation to a predetermined class, such as rigid, affine or deformable. For example, a rigid transformation is parameterized by 6 degrees of freedom, i.e. translation and rotation. In the present study, the focus is upon the local deformation of the brain, which is difficult to describe via parameterized transformations. Consequently, a free-form deformation model is chosen here where the number of degrees of freedom of \( \dot{u} \) is the same as the number of pixels in the image volumes, contrary to the case of B-splines [23], where deformation is defined on a number of control points and where the motion between points is propagated by interpolation. The use of B-splines may result in inaccuracy and may cause artifacts if the grid of control points is coarse. On the other hand, a dense grid fails to handle large deformations as local folding of the deformation is not allowed. In spite of their drawbacks, B-splines are still widely used for DIR with the combination of a multi-resolution approach. One important contribution of this paper is that we propose to replace the MI criterion for multimodal registration with the BD, which can be applied to B-spline types of implementations as well.

In the viscous fluid model proposed in [22], the deformation is assumed to be governed by the Navier-Stokes equation of viscous fluid motion, mathematically expressed as

\[
\nabla^2 \ddot{u} + \nabla \cdot \ddot{F}(\ddot{z}, \ddot{u}) = 0 . \tag{15}
\]

The deformation velocity \( \ddot{v}(\ddot{z}, t) \) is related to \( \ddot{u} \) by

\[
\ddot{v} = \frac{\partial \ddot{u}}{\partial t} + \frac{\partial \ddot{u}}{\partial t} , \tag{16}
\]

where \( J(\ddot{u}) \) is the Jacobian of \( \ddot{u} \). \( \ddot{F}(\ddot{z}, \ddot{u}) \) is the force field which drives the deformation in the appropriate direction. In [22], the purpose of the force is to maximize MI, whereas the innovation here is to use the BD. The force term is parallel to the image gradient of certain similarity measures with respect to the deformation \( u \). It should be noted that the goal is minimizing the BD as opposed to maximizing MI, and consequently the force in Eq. (12) exhibits a negative \( L_B \) term (13).

To solve the Navier-Stokes equation (15), successive over-relaxation (SOR) may be applied as in [24], although this is computationally expensive. Fourier methods are proposed in [25] to solve this equation efficiently. Alternatively, the approach adopted here involves convolving the force field with the 3D Gaussian kernel \( \Phi \) as an approximation to the solution [26], [22]. In summary, the deformation field \( \ddot{u} \) at iteration \( k \) is given by

\[
\ddot{v}^k = \Phi \ddot{F}^k \tag{17}
\]

\[
\ddot{R} = \ddot{v}^k - \sum_{i=1}^{3} \ddot{v}_i^k \left[ \frac{\partial \ddot{u}^k}{\partial z_i} \right] \tag{18}
\]

\[
\ddot{u}^{k+1} = \ddot{u}^k + \delta_t \ddot{R} \tag{19}
\]

where \( \ddot{z} = (z_1, z_2, z_3)^T, \ddot{u} = (v_1, v_2, v_3)^T \). The time step \( \delta_t \) is chosen adaptively during iteration and set to

\[
\delta_t = \frac{\delta_u}{\max \| \ddot{R} \|} , \tag{20}
\]

with \( \delta_u \) (in voxels) being the maximal voxel deformation which is allowed in one iteration. The numerical errors involved in computing the gradient of MI can cause large gradient values, i.e., \( \max \| \ddot{R} \| \) can be large. It follows from (20) that one should use a smaller \( \delta_t \) in order to make
the iterative algorithm more stable. Consequently, the MI formulation needs more iterations to converge compared to the BD.

To preserve the topology of the deformed template, re-gridding is performed when there exists \( \vec{z} - \vec{u} \) such that the Jacobian of \( \vec{z} - \vec{u} \) becomes less than a positive value. As long as the determinant of the Jacobian is larger than this pre-determined value, the deformation field is guaranteed to be invertible, and thus the topology is preserved. In [22], this value is chosen to be 0.5, which is also used in our case. Re-gridding is performed in such a way that the current deformed image is set to a new template and the incremental deformation field is set to zero. In the end, the total deformation is the concatenation of the incremental deformation fields associated with each propagated template. An alternative strategy to preserve topology is to use topology-preserving geodesics, such as [27], [28], [29]. However, these methods are computationally expensive.

A. Proposed Algorithm

The gist of our innovation is the replacement of MI by the BD during registration. The viscous fluid approach in [22] is adopted here, although the proposed replacement of MI by the BD can be applied to B-spline implementations as well. In summary, our multimodal DIR algorithm proceeds as follows: at each iteration step \( k \),

1. warp the input image according to the previous deformation field, i.e., \( I_1(\vec{z} - \vec{u}^{k-1}) \);
2. compute the joint histogram \( p(i_1, i_2; \vec{u}) \) via (9);
3. compute the marginal histograms by integrating \( p(i_1, i_2, \vec{u}) \) over rows and columns respectively;
4. update the deformation field \( \vec{u}^k \) according to (17)-(19), in which the force term \( \vec{F} \) is defined by eq. (12) with the negative \( L_B \) term (13);
5. re-grid if necessary

A multi-resolution scheme is employed to increase speed and robustness. Specifically, the deformation field obtained at the lower resolution is fed back at the initial value for the higher resolution. To meet the clinical requirement of drastically reducing processing times, the algorithm is implemented on a GPU, where it takes 6 seconds to register two image volumes of size \( 256 \times 256 \times 60 \) for 50 iterations using three multiresolution levels. Please refer to [30] for more details on the GPU implementation.

IV. Analysis

Results of volume registration using the BD and MI in the viscous fluid frame are compared here using three different experiments. Firstly, synthetic phantoms are employed to show that MI may not perform as well on images with only a few different intensity values. Secondly, smooth deformations are manually applied to simulated MR images of human brains. Because the ground truth of the deformation is known, one can thereby assess the accuracy and robustness of the two metrics. Finally, a realistic application is presented by means of co-registering two TBI patient datasets, each contains 12 MR modalities at two clinical stages (acute and chronic).

Registration results are visualized using a checkerboard display tool. In this technique, the two images to be compared are merged together in a checkerboard pattern where the black region is filled by one image and the white region is filled by another. At the transition zone, this manner of display makes the mismatch between anatomical structures in the two images visible. Ideally, when two images are fully aligned, there is no difference in the boundary between checkerboard squares.

A. Synthetic 2D images

The moving image is synthesized by smoothing a three-value image with difference intensities on the rectangle, the circle, and the background. Similarly, the static image has the rectangle moving down left and the circle expanding to an ellipse. Figure 1 shows these two test images for multimodal registration. In this case, the majority values in the joint histogram are zero, thus yielding instability in the MI-based approach. With the same number of iterations, MI does not completely match the circle to the ellipse, nor does it move the rectangle, whereas the BD is successful on both regions as shown in the checkerboard comparison in Figure 2. With more iterations, MI is able to match the ellipse, but it still fails to move the rectangle. This illustrates that MI converges more slowly than the BD. This example clearly demonstrates that MI is not as good as the BD in such a registration scenario, and the reasons are three-fold. Firstly, MI is not as accurate as the BD (the concept of accuracy for a similarity measure is examined more carefully in Section IV-B.) In fact, one can find a counter-example where the MI of two unmatched rectangles is larger than that of matched ones, which is why the MI-based registration method fails to match the rectangles in the two images. Secondly, the numerical errors introduced by the presence of the logarithm function can cause the gradient of MI to be erroneously large. As a result, a smaller \( \delta_t \) in (20) has to be chosen to make the algorithm stable, thereby yielding a slow convergence. Lastly, the gradient of MI is not accurate itself either, as the iterative algorithm for it is stuck at a local minimum.

B. Simulations

Simulated MR brain images from the BrainWeb [31] are used in this experiment. Triplets of \( T_1/T_2/PD \) images are selected with a slice thickness of \( 1\, mm \), a noise level 3\% and different intensity non-uniformity levels (0\%, 20\%, 40\%). Figure 4(a)-(c) show sample images of \( T_1 \), \( T_2 \), PD respectively.
An optimization-independent evaluation of the BD and MI based on the work of [32] is presented here, where five properties for the assessment of a similarity measure are assessed. The most important of these, i.e. accuracy (ACC), which describes the behavior of a similarity measure close to the ‘gold standard’, is selected here and analyzed as follows. Firstly, a set of control points which lie on a 2D grid of 6× 7 knots with a size of 30 mm are selected. One control point is examined at a time by displacing it in various combinations of random directions and distances from its original position while perturbing all the other control points. Each such displacement generates a local deformation, which can be applied to a (moving) image. The similarity measure is then computed between the deformed image and the fixed one. The position of the control point which yields the optimal similarity measure is compared to the gold standard, i.e. its original position, in terms of ACC. The pseudo-code to compute ACC is described in Algorithm 1 with the help of the diagram in Figure 3. The parameters in Algorithm 1 are set to $R = 20$ mm, $N = 10$, $M = 40$, $RD = 1$ mm. Table I lists the means and standard deviations of the ACC of the BD and MI over 20 random realizations, which show that the BD is better than MI in terms of measuring similarity between two images. In other words, the BD is a more accurate similarity measure compared to MI, independent of the optimization scheme to construct the deformation field.

To conduct a quantitative comparison of registration accuracy between MI and the BD when taking into account the optimization algorithm, one 2D slice of a $T_1$ image is artificially deformed according to a random deformation. To make the deformation realistic, it is smoothed by a Gaussian kernel. Registration is performed by choosing this manually deformed $T_1$ image as the static image and the same 2D slice on $T_2$/PD as the moving image. The computed deformation fields using MI or the BD are compared with the ground truth using the root-mean-square (RMS) measure. Table II shows that the BD outperforms MI when the viscous fluid model is applied to construct the deformation field.

In addition, the deformed $T_1$ image is deformed back to $T_2$ so that the output of the registration algorithm looks close to the original $T_1$ image. The registration result using MI, shown in Figure 4(e), is erroneous in that white matter is swollen whereas gray matter and the ventricles are shrunk. The instability of MI indicates that a number of re-gridding steps need to be performed in order to maintain diffeomorphic

---

**Algorithm 1** Pseudo-code to compute ACC

Let $SM(X)$ be the value of a similarity measure. Define the “gold standard” position of one control point as $X_0$.

for each probing line ($n = 1$ to $N$) do

Randomly select the direction of the probing line ($X_{n,M/2} - X_{n,−M/2}$).

Displace all other control points for distance $RD$ with random directions.

for each point evenly spaced on the probing line ($m = −M/2$ to $M/2$) do

Displace the origin $X_0$ to the position $X_{n,m}$.

Deform the floating image according to the positions of all control points.

Compute the similarity measure value $SM(X_{n,m})$ between the moving and the static image.

end for

end for

Let $X_{n,m,x}$ be the position of the global maximum of the similarity measure $SM(X_{n,m})$ along line $n$.

The accuracy (ACC) of a similarity measure is defined as

$$\text{ACC} = \sqrt{\frac{1}{N} \sum_{n=1}^{N} ||X_{n,m,x} - X_0||^2}.$$ 

Please refer to the diagram in Figure 3 and [32] for more information.

---

![Fig. 2](image2.png)  
Fig. 2. Checkerboard comparison. (a) original data, (b) BD with 50 iterations, (c) MI with 50 iterations and (d) MI with 100 iterations. MI needs more iterations than BD to completely match the circle to the ellipse and it fails to move the rectangle.

![Fig. 3](image3.png)  
Fig. 3. Figure courtesy to [32]: systematic displacements of one control point $X_0$ to $X_{n,m}$ and displacements of neighboring control points for a distance $RD$ in random directions.
deformations, in which errors existing in registration and interpolation propagate. The one using the BD, shown in Figure 4(f), is visually pleasing and looks similar to the original $T_1$ image.

V. REALISTIC APPLICATION TO TBI VOLUMES

The algorithm developed in this study was validated on two patient sets of multimodal MR volumes, which were acquired at 3 T using a Siemens Trio TIM scanner (Siemens AG, Erlangen, Germany). Because assessing the time evolution of TBI between the acute and chronic stage is of great interest in the clinical field in order to evaluate case evolution, scanning sessions were held both several days (acute baseline) as well as 6 months (chronic follow-up) after the traumatic injury event. To eliminate the effect of different scanner parameters during each scanning session, every subject was scanned using the same scanner for both acute and chronic time points. The MP-RAGE sequence [33] was used to acquire $T_1$-weighted images. In addition, MR data were also acquired using fluid-attenuated inversion recovery (FLAIR, [34]), gradient-recalled echo (GRE) $T_2$-weighted images, diffusion weighted imaging (DWI), and perfusion imaging.

A. Preprocessing

The clinical data presented here are for the same patients scanned at two time points (acute and chronic). All image volumes were co-registered by rigid-body transformation to the pre-contrast $T_1$-weighted volume acquired during the acute baseline scanning session with a spatial resolution of 1 mm$^3$ and a matrix size of 256×256×60. This approach is helpful when accounting for head tilt and when attempting to reduce errors in computing the local deformation fields. Another operation which is applied before performing the registration is skull stripping, which is an important preprocessing step in many neuroimaging analyses [35], [36], [37]. It is a particularly useful operation in our case because images acquired in some modalities exhibited appreciably more extracranial swelling compared to others; without skull stripping, the registration algorithm would try to match the outer boundary. In addition, having a brain mask decreases the computational time in our case. It should be noted that it is not necessary to have a very accurate brain mask because the brain is the main structure of interest in TBI image analysis. We use BrainSuite software [38] for skull stripping. Because all modalities are co-registered to $T_1$, one only needs to perform skull stripping once, i.e. on the $T_1$ volume.

B. Computational efficiency

The DIR algorithm using both the BD and MI is implemented in C++ and CUDA$^1$ and executed on a personal laptop with 1.80GHz CPU and an NVIDIA Tesla C1060 GPU. Both similarity measures are found to require approximately the same amount of time regardless of which platform is used. Furthermore, the parallel GPU implementation achieves speed-up by a factor of 50 compared to one serial CPU. The deformable registration of two volumes of sizes 256×256×60 is found to require 6 seconds. Registration is performed with 3 multi-resolution levels, with a maximum of 50 iterations on each level and with 256 histogram bins.

For comparison, BRAINSFit [39], NiftyReg$^2$ [40] and ANTs$^3$ [41] were tested on the same data under identical hardware configurations. All of these methods have the option to use MI as the similarity measure. In addition, BRAINSFit and NiftyReg are both B-spline based implementations, while ANTs implements a diffeomorphic deformation. BRAINSFit is used here as a plugin in 3D Slicer$^4$, and is found to require 8 minutes. NiftyReg contains both CPU and GPU implementations of the method [23], which takes 15 minutes and 35 seconds (CPU) and 2 minutes 18 seconds (GPU). ANTs, a diffeomorphic registration method, requires one hour and 4 minutes.

C. Visual comparison

Figure 5 and Figure 6 show registration results between $T_1$ and $T_2$ of patient #1 and between $T_1$ and FLAIR of patient #2 respectively. The registered $T_2$ by NiftyReg looks almost like the original $T_2$, which implies that the deformation it computes is very small. Similar behavior is observed that the registered FLAIR by BRAINSFit resembles the original FLAIR. In Figure 5, the posterior portion of the left lateral ventricle (blue arrow) and part of the third ventricle (red arrow) of ANTs registered image are swollen, while these regions are found to shrink too much in the MI-registered image. In Figure 6, the left lateral ventricle (red arrow) of ANTs registered image shrinks. By comparison, the BD gives the best registration results. Such quantitative differences can be critical from the standpoint of clinical analysis whenever ventricular shape differences and volume ratios between acute and chronic time points are of interest. Please refer

1CUDA is a software platform for general-purpose programming on GPU.
2http://www0.cs.ucl.ac.uk/staff/F.Modat/MarcS_Page/Software.html
3http://www.picsl.upenn.edu/ANTS/
4http://www.slicer.org

\begin{table}
\begin{center}
\begin{tabular}{|c|c|c|c|c|}
\hline
Level & MI & BD & MI & BD \\
\hline
0% & 0.4746(0.12) & 0.4207(0.17) & 0.4479(0.20) & 0.4061(0.21) \\
20% & 0.5409(0.13) & 0.4207(0.22) & 0.4996(0.16) & 0.4868(0.17) \\
40% & 0.6699(0.23) & 0.6182(0.20) & 0.6402(0.16) & 0.6348(0.15) \\
\hline
\end{tabular}
\end{center}
\caption{Means and standard deviations (measured in pixels) of the ACC for the BD and MI are reported with 20 random realizations. The BD is slightly better than MI in terms of measuring similarity between the two images.}
\end{table}

\begin{table}
\begin{center}
\begin{tabular}{|c|c|c|c|c|}
\hline
Level & MI & BD & MI & BD \\
\hline
0% & 1.1187(0.14) & 0.9350(0.04) & 1.7303(0.15) & 0.9445(0.04) \\
20% & 1.5978(0.15) & 0.9442(0.03) & 1.2595(0.17) & 0.9439(0.03) \\
40% & 1.0005(0.04) & 0.9348(0.04) & 1.7248(0.15) & 0.9474(0.03) \\
\hline
\end{tabular}
\end{center}
\caption{Means and standard deviations (measured in pixel) of RMS of BD and MI are reported with 20 random realizations. BD outperforms MI when the viscous fluid model is applied to obtain the optimal solution.}
\end{table}
to the following webpage for additional validation results: https://sites.google.com/site/louyifei/research/tbi

It is worth noticing that the topology changes around a hemorrhaging white matter region (blue arrow) in the FLAIR image of Figure 6. The structure is ambiguous in the corresponding area of $T_1$ due to the inability of the latter technique to distinguish between edemic and non-edemic tissue, on the one hand, and between hemorrhagic and non-hemorrhagic edema, on the other hand. The FLAIR images as deformed by various registration methods have different visual features in Figure 6. All these methods assume that the deformation field is smooth; when this assumption is not valid, each method imposes its own interpretation of the “correct” deformation. Though important, it is difficult to design registration algorithms which can handle topological changes, especially for registering TBI data across time. This is beyond the scope of this paper and will be our future research direction.

D. Clinical Significance

Robust methods for TBI assessment can play an essential role during both acute and chronic therapy of this condition for several reasons. Firstly, it is well appreciated that proper management of TBI sequelae can alter their course, improve mortality and morbidity, reduce hospital stay and decrease health care costs [42]. Consequently, TBI neuroimaging is important for surgical planning by providing useful information for guiding decisions concerning the aggressiveness of TBI treatment [2]. Nevertheless, the application of automatic MRI image processing algorithms to the clinical assessment of TBI cases remains problematic due to the fact that many existing methods are insufficiently robust from the standpoint of accurately capturing TBI-related changes in brain anatomy [43], [44], [45]. Thus, although significant recent progress has been achieved in the development of image analysis tools, TBI quantification remains difficult, particularly for the purpose of improving clinical outcome metrics.

In Figure 7, the norms of the deformation fields and their 2D motion grid are included for both the acute and chronic stages. For the $T_2$, FLAIR and GRE volumes, the largest amount of deformation is observed bilaterally in the deep periventricular white matter, possibly as a consequence of hemorrhage and/or CSF infiltration into edemic regions, which can alter voxel intensities in GRE and FLAIR imaging, respectively. In the case of DWI, notable deformation is observed frontally and frontolaterally; in the former case, this may be the result of warping artifacts due to the large drop in the physical properties of tissues at the interfaces between brain, bone and air. In the latter case, the deformation is possibly due to the presence of TBI-related edema, which can substantially alter local diffusivity values. Similar effects due to these causes are observed with DWI and with perfusion imaging in both acute and chronic scans.

Our visual representations involving deformation norms and motion grids can be interpreted as error maps, which allow one to acquire improved understanding of how pathology discriminately affects each imaging modality. This may be useful in order to ascertain how various phenomena associated with TBI pathology (e.g. the deformation norm of CSF-perfused edema in the case of FLAIR or hemorrhage in the case of GRE imaging) can affect brain shape and tissues.
Fig. 5. Registration comparison: deforming $T_2$ to match $T_1$. The viscous model based on either MI or the BD is compared with NiftyReg [40] and ANTs [41].

Fig. 6. Registration comparison: deforming FLAIR to match $T_1$. The viscous model based on either MI or the BD is compared with BRAINSFit [39] and ANTs [41].
Deformable registration to T1
Norm of deformation
Motion grid

Fig. 7. Results of registering five volumes acquired at the acute time point (columns 2-6) to the acute T1 volume (column 1).

For example, large deformation field norms associated with periventricular pathology at the acute time point (as obviated in Figure 7) can be conceptualized as quantitative indicators regarding the spatial extent and manner in which aspects of the pathology captured by each of these techniques affect brain tissues differentially.

VI. CONCLUSIONS AND FUTURE RESEARCH

We have presented a new similarity measure based on the BD for multimodal image registration of TBI MR images. The measure was compared to the standard MI method in a viscous fluid framework. The performance of the two metrics was compared quantitatively and qualitatively using synthetic phantoms and simulated MRIs with artificial and known deformations. The proposed algorithm was implemented on the GPU and was found to take 6 seconds to register two MR volumes of typical matrix sizes. In addition to the ability to perform fast deformable registration of TBI volumes, the paradigm presented in this paper also introduces the use of deformation maps and motion grids as visualization tools with potential clinical application.

Future work will focus on the registration of TBI volumes across time[46]. There are a large number of registration algorithms which assume smoothness of the vector flow, i.e. that the deformation is diffeomorphic; however, when registering TBI volumes across time, the deformation is not often well-defined, let alone diffeomorphic, in regions where hemorrhage or edema occur. Consequently, it is challenging though important to design registration algorithms which can accommodate topological changes occurring in TBI patients. There are a few studies working along this direction, such as [47], [48]. The registration of longitudinal TBI is beyond the scope of this paper and will be our future work.
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