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Abstract: Problem statement: In order to improve and implement Fast Fourier $farm (FFT), in
general, an efficient parallel form in digital samprocessor is necessary. The butterfly strudtiem
important role in FFT, because its symmetry forraugable for hardware implementation. Although it
can perform a symmetric structure, the performanitebe reduced under the data-dependent flow
characteristic. Even though recent research whigls @as Novel Memory Reference Reduction
Methods (NMRRM) for FFT focus on reduce memory refee in twiddle factor, the data-dependent
property still existsApproach:In this study, we propose an approach for FFT imgletation on DSP
from analog device company (ADI) which is baseddata-independent property and still hold the
property of low-memory reference. We have applielgroposed method of radix-2 FFT algorithm in
low-memory reference on ADI BlackFin561 DS®esults. Experimental results show the method can
reduce 44.36% clock cycles comparing with the NMRRMT implementation and keep the low-
memory reference propertgonclusionsRecommendations. From our algorithm, the results can be
accepted and realized for DSP-based embedded systefarther, we will try to implement on
different DSP-based system in order to improveaigerithm values.
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INTRODUCTION includes the higher radix FEY, the mixed-radix FF,
the prime-factor FFf!, the recursive FP¥ and low-
The signal processing plays an important role foimemory reference FE. In general, one is application-
audio coding, image compression and video procgssinspecific integrated circuits (ASIC) system sucH%s
in real application. ~Especially, data domainThe AS|C-based system can fit real applicationider-
transformation is an essential step for above,,wer or high performance; however, it is very hard
application. The discrete Fourier transform (DF¥) i modify the function. In pattern recognition systefor,
main and i_mportan_t procedure in the data analySiSexampIe, a new symbol is received from input device
SySt%m design agdblmplementaf?bnThe DFT formula then the system can not adjust and process directly
can be expressed by: when a database is set up completely. Thus the
Nt flexibility is not enough. Furthermore another igithl
X[k] = Y XInW ™k =0,1,.....,N-1 signal processing (DSP) system suck! aghich can
n=0 achieve wide-range design by software. For instance
. _ . Texas Instrument (TI), Analogy Device Company
where, \y =€ """ is twiddle factor and x[n], X[k] (ADI) and Motorola provide a lot of different DSmRip
are temporal and frequency signal individually.and its relative evaluation board for industry aetool
Obviously, the formula is inefficient in hardware usage. Although DSP-based system also keeps a high
system if programmer directly implement it. enough performance, the result is lower than ASIC-
In order to solve the drawback, many fast Fouriebased system. However the DSP still achieve a
transforms (FFT) are proposed and implemented operformance of fast enough for real world applmati
different platforms. To reduce the complexity Today, commercial product has a lot of consideratio
computation is central ideal on most of FFT aldons.  such as cost, performance, flexibility and conveoée
These algorithms focus on twiddle factor or radides  implementation. Thus the DSP-based system becomes a
to perform a simply and efficient algorithm which favorable solution.
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o iW l wA AL — B Review of novel memory reduction methods: In

-t VAV R N D= T this section, we will brief introduce NMRRM FFT
AN 1R AW | o Iz ‘ inh i < i

il MY AW X s structure which is based on TI's library. Afterwane

Y - ! I R 1 will show that the implementation of radix-2 DIF FF

X1 N IVAPZAN N from NMRRM FFT as a main template for FFT

X - i)y\/ - I it PN >< - algorithm on DSP. .

i y“i W;i “:,}i - AN 1“0 o ~In embedded system, the memory access is a key

1) Whe | W | W | Growp 3 <t x5 point on performance expression. A large number of

clock cycles will be increased if memory swap is
Fig. 1: A structure of NMRRM in 16-pt radix-2 DIF frequently exe_cuted. In Fig. 1, NMRRM FFT algorithm
FFT diagram is proposed_ in order to re_d_uce the_memory swap,
express a simple and an efficient architecture. date
be clear observe that each twiddle factor is used onke

implemented on DSP is very difficult. Although®fj ~ ©N €ach step; it is not referenced in the othesstéhe
proposes an efficient FFT algorithm for C64x Dspdata-independent property is main ideas to perfinie

system, data-dependent condition leads to increa{%t/rugt_“rfh FO; ex"_f‘ng'e- th calcuganon Of(;vzldi?:]etort .
clock cycle. In the researfh in order to avoid multi ''ie N the€ Sl€p 1, 2 and 5 can beé moved 10 the Step

time swap in the same data, a reorder FFT strudsure and no influence in the result. The same skill atso
proved. In Fig. 1, a 16-pis radix-2 decimation-in- 2PPlied to calculate the twiddle factor of,Wwhich is

frequency (DIF) FFT structure, each twiddle faci®r grouped into the step 3. Although this skill redutiee

fetched only once. For example, the twiddle fagbr Memory reference, the data-dependent effect is

W, in the step 4 is selected to execute butterfly; byP€rformed in the final step and can not run on pipe
W, disappear in the other step. Hence, memor tructure. For instance, in Fig. 1, each group fiota 4

reduction method would reduce total memory usag as mut(ljqufdepenfence property._The Igart i_cabenot
and decrease power consumption as well. Eﬁ;‘geM FIFTpaIrt ) rr]un?] prgcessalng. dor this reason
By careful observation, the final step (i.e., sthp algorithm has data-dependent status.

has a serious problem for dual core execution gn Fi A dual core consideration of FFT on DSP: The
First, the step 4 can divides into four groups. Bmse traditional FFT has a _parallel_ structure vv_hlqh is
between each group has data-dependent relation, bitterfly for DSP processing, but its drawback isitm
series of flow is performed. Even if NMRRM FFT time reference in the same twiddle factor. The sedi
algorithm can improve the data usage, the problem o~FT, NMRRM FFT, can successfully avoid above fault
series process is still existence. The drawbaciisléga  but it performs a data-dependent problem in fineps
increase the clock cycle and waste hardware resdfirc In order to keep the advantage and discard the
the DSP has numerous operation units. Hence, how tdisadvantage between both of two different strestyr
hold the low-memory reference property algorithm fo we modify NMRRM FFT to fit dial core approach for
dual core system becomes an important issue. hardware implementation. The twiddle factor will be
In this study, we propose a novel algorithm to fittaken only once and parallel-processing in eagh $ite
dual core processor from NMRRM FFT algorithm. order to analyze the data flow, in Fig. 2, we redra
Based on hardware representation, we first build tw NMRRM FFT structure which is based on 16-pt radix-2
blocks for dual core operation. Afterward, we mgdif FFT algorithm.
the data flow in the final two steps to perform a  Algorithm and hardware analysis: Based on Fig. 2,
parallel-processing flow. In implementation patiet from group 9 to group 12 in the step 4, each group
ADI BlackFin561 DSP is used as verification target.'eSult will affect the next and later group. Foaenple,
Experimental results demonstrate that the parallel‘—’ve can not skip the group 10 and direct to comfhute

. . group 11. Moreover, in the step 3, all groups are
processing flow can dramatically reduce clock cycle independently on computing process. If we change

The rest of this study is organized as follows. Ingroup 6 and group 8, the result is unchangeable. In

algorithm and express a method of dual core floe T 7 with group 11 and group 8 with group 12 has iefat
experimental results are shown on third sectionalfyi,  respectively. For example, the group 8 will be
some useful conclusions are demonstrated. computed in first if we want to execute the gro@p 1

Nevertheless, an efficient FFT algorithm
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Fig. 2: Partitioning of NMRRM inl16-pt radix-2 DIF
FFT diagram

Based on this constriction, thus, we can technobdlyi
combine step 3 and step 4 into a new step. Dubeo t e
step 3 and step 4 only use one twiddle factor ~ J~
respectively, the both twiddle factors are différahe '
new step needs two twiddle factors. Under the new
group, the memory reference and usage equalsdpe st

S/ KeLe2ga=l 0%

T=(8+27(3-1)) + 27(3-2)

3 and step 4 in NMRRM algorithm. u/ . ) 1=14-263)=15 1 52
Each group has even element of twiddle factor — r i Sl o Y s Yo & e

from the group 1 to group 12 except group 6 andigro e X[;M] Li@s' s X[isl

9 in Fig. 2. Furthermore, the numbers of twiddletda s ﬁs]

are unbalanced in each group. The structure is oy

inefficiently to directly implement on DSP system.

Especially, the redundant hardware resource will bdrig. 3: The system of dual core computing approach
exhibited if the DSP system has numerous operation after combine the step 3 and 4 in 16-pt radix-2
units. For example, we assume that a processdohas DIF NMRRM FFT diagram

operation units which can simultaneously run peckl _ o _ _ _

cycle including two additions and subtractions In vertlca! direction, Fhe main goal is to expléimat the
respectively; however, only one additon and oneCOMPutation core is independent and how many

subtraction are required in the group 6. Thus thdnultiplier/ accumulator units are needed. Each estag
provides output for next is also independent in the

remainder operati_on units will be wasted. Evenuéld horizontal direction. The starting points are xid
core processor is used, the hardware resource Qfi| py pre-calculate the index and following the
processor still locates on idle status when se®enGqormula set:
algorithm is running in the group 12.

Notices of ADI DSP implementation: From above |=L =N/2
analysis, based on computational order, we can S= log"?
arbitrarily move the twiddle factor to perform awne ]
structure which includes different steps and groups J=1-27(S-1)
Afterward, only final two steps need to modify. K=1+27(S+1)
Because the step 1 and step 2 have even number of
twiddle factor in group for symmetric parallel dgsi  where, N indicates N points in FFT and i presents
Thus we propose a parallel processing flow whichprogram index.
depends on NMRRM FFT algorithm, take 16-pt FFT as It can provide for left and right parts to compute
example and it can be separated into two main fiows butterflies firstly. This output is prepared forttauflies
Fig. 3. The program of Core A is in left part af t in the next stage. Following on this order, the &id
variable |, L are its data access index; the pmogedt  right part can simultaneously process butterfly whe
core B use J and K as its variable inritlet part. these index are pre-decided.
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In order to improve processing speed, most of DSP , Step! | Step2 | __Step3 -
has numerous operation units. For example, TI ¥p | T il\ /; §V‘ %'m %;w 0
TMSC320C64%Y series includes two register files AT i
which has eight parallel calculation units totalue to N/ AT 1/\3“550@3 Q I il
low price consideration, in the ADI BlackFin561,lpn (& \\ / I\Hl /A\Wg |‘}{\\A/‘GHYV TR o
two multipliers in each core are suppoft8din Fig. 3, i il S A—
we assume that .L1 and .S1 are labeled asw IH\ [VVX iJH\w\V/ il/\\': VVv‘ /X>\<w"><‘ e
multiplier/subtraction in core A and .L2 and .SZar 0“1 Tk I —
labeled as multiplier/subtraction in core B. Besidach 01— i T e P
core memory space provides automatically 64K biyte i s — i [ i Gt P

level 1 as cache memory for data operation and 128K
byte for programmable cache/RAM in level 2. _ _
Although level 2 can provides large enough memoryFig. 4: Integrating NMRRM and our approach in 16-pt

the 1024-pts FFT based on our new algorithm onéy us radix-2 DIF FFT diagram
level 1 cache to allocate essential memory. Thus an
efficient approach to allocate unit becomes an RESULTS

important work.
Due to the butterfly needs one addition and
subtraction in radix-2, it will use two units. Naipethe

The development environment is based on Visual
DSP++ 4.0 IDE which is supported by Analogy Device

maximum usage of butterfly is bounded on two urits. _Company. The_ IDE support a lot O.f functlon_wh|ch
includes compiler, assembler and linker. Beside, th

Fig. 3, we apply our approach in the DSP syst.em afHE also provides two interfaces such as JTAG and
take 16-pt FFT as example. It can be clear obtaihatl s {5 connect PC and target. The execution file ca
two parallel-processing flows are executed in twope downloaded through two interfaces and direatty r
register files and no delay slot occurs. The ufittd  on target. In further, the momentary result can be
and .L2 can operate addition instruction in respgect transmitted to PC in immediately. Thus the statfis o
core, as well as the units S1 and .S2 will operatalgorithm can be analyzed by user. In the hardware
subtraction instruction. In detail, we treat eaditel  specification, the maximum processing speed of ADSP
line in horizontal direction as indepentestage. BF561 can arrive on 600M Hz for each core. Although
It means that every stage will be finished per eycl the filteris floating type and processor is fixgge, the
After, these units are uniformly separated to pesfa |DE can transfer float to integer for processor
balanced computation. operation.

. The comparison item only includes number of
A pa.rallell computlng DS.P bgsed DIF. FET clock cycles, in Table 1 with different FFT sizeiedto
algorithm is evidently depicted in Fig. 3. Besides,

e M g the memory reference is equal and NMRRM FFT has
parallel form is integrated in Fig. 4 which is aDIF  petter performance than TI's library. The clock legc
FFT structure. The step 3 and step 4 are combimed i 56 measured by ADI's development environment

one step, namely new step 3 and the stage 3 tsaspli which also provides a suitable interface and bisild-
group from 1 to 11. In further, the step 1 and 2dyas library for programmer debug such as print function
equal properties which also can be separated heo t The experimental results show that our approach
same mode. Each group includes two twiddle factordias lower clock cycles than NMRRM FFT in radix-2
which are mutual independence. Based on this reasoRIF FFT and average of 44.36% reduction in the

the parallel-processing can be realized in duas-corNumber of clock cycles, in addition, the approatso a
system. keep low-memory reference property.

Table 1: Comparison of reduction clock cycles idixé? DIF FFT

FFT size 16 32 64 128 256 512 1024
NMRRM (C1) 929 1929 3929 7929 15929 31929 63929
Our approach (C2) 476 1024 2117 4366 9042 18952 38103
Reduction ratio ((C1-C2)/C1)x100% 48.76% 46.92% 12%0 44.94% 43.24% 40.64% 39.90%
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DISCUSSION 4.

In this study, a parallel-computing FFT approach

on dual core DSP is proposed. The approach is based
on low-memory reference property to perform twob5.
parallel flows. The performance still equals to NRIR

FFT on radix-2 model which has better performance
than ADI’s library. ADI BlackFin561 DSP is taken as 6.
verification system which has multiple multiply-
accumulate units is very suitable for our algoritfirhe
experimental results demonstrate that our approeach
efficiently reduce 44.36% clock cycles and hold the

low-memory

reference property. Thus no any,

bottleneck is considered when the algorithm appiies
DSP-based embedded system.

CONCLUSION
8.

A specified and efficient DSP-based FFT algorithm

have been proved and verified. From the mathematica
analysis the algorithm performance is possible ¢0 b 9.
reached. Through the real emulation the algorittam c
reduce 44.36% clock cycles. Moreover in order to fi
general application, the ADI BlackFin561 DSP is
common and low price DSP is selected as test system
From theory and implementation, our approach is

suitable and reliable for DSP system.
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