SUMMARY
To increase the transmission rate without bandwidth expansion, the multiple-input multiple-output (MIMO) technique has recently been attracting much attention. The MIMO channel capacity in a cellular system is affected by the interference from neighboring co-channel cells. In this paper, we introduce the cellular channel capacity and evaluate its outage capacity, taking into account the frequency-reuse factor, path loss exponent, standard deviation of shadowing loss, and transmission power of a base station (BS). Furthermore, we compare the cellular MIMO downlink channel capacity with those of other multi-antenna transmission techniques such as single-input multiple-output (SIMO) and space-time block coded multiple-input single-output (STBC-MISO). We show that the optimum frequency-reuse factor \( F \) that maximizes 10%-outage capacity is 3 and both 50%- and 90%-outage capacities is 1 irrespective of the type of multi-antenna transmission technique, where \( q\)-outage capacity is defined as the channel capacity that gives an outage probability of \( q\%. We also show that the cellular MIMO channel capacity is always higher than those of SIMO and STBC-MISO.
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1. Introduction

Multiple-input multiple-output (MIMO) transmission is known as a promising technique to increase the transmission rate without bandwidth expansion [1]. In the cellular system, the same carrier frequency is reused at different cells to efficiently utilize the limited bandwidth. Therefore, the channel capacity is affected by not only the noise but also the co-channel interference (CCI) from the neighboring co-channel cells. The channel capacity can be increased using the MIMO technique by a factor of the number of transmit antennas but is degraded by CCI. To mitigate the adverse effect of CCI, it is necessary to increase the distance between the cells using the same carrier frequency (i.e., to increase the frequency-reuse factor). But, this reduces the channel capacity per cell. This is because as the frequency-reuse factor increases, the bandwidth allocated to each cell is made narrower.

In [2] and [3], the channel capacity improvement by MIMO technique over the single-input single-output (SISO) technique and single-input multiple-output (SIMO) technique in a cellular environment is evaluated by taking into account the propagation parameters and transmit power. However, the impact of frequency-reuse factor on the channel capacity per cell with MIMO technique has not yet been fully investigated. It is practically important to see if the MIMO technique can increase the channel capacity per cell. In [4], MIMO with singular value decomposition (SVD) is considered and the impact of cell-sectorization and frequency-reuse factor on the user peak throughput and median channel capacity per cell is evaluated to show that the universal frequency-reuse (or the single frequency-reuse) provides the highest capacity. The throughput improvement of MIMO with SVD over SIMO is discussed in [5]. Since Alamouti proposed the space-time block codes (STBC) [6], the multiple-input single-output (MISO) downlink transmit diversity [7] has been attracting much attention because the complexity problem of a mobile terminal can be alleviated. To the best of authors’ knowledge, the comprehensive capacity comparison of SISO, SIMO, STBC-MISO, and MIMO in a cellular system is not available in any literature. So far, no literature discussed about the cellular MIMO channel capacity when the capacity enhancement technique (such as power allocation based on the water filling theory) is used. Furthermore, the impact of propagation parameters (e.g., path loss exponent and shadowing loss standard deviation) on the cellular MIMO channel capacity is also not available in any literature.

The channel capacity varies according to the distance-dependent path loss, shadowing loss and multipath fading. In this paper, we call the channel capacity per cell as the cellular channel capacity. Recently published papers [2], [3] focus on the mean spectral efficiency, which is the cellular channel capacity averaged over positions of users uniformly distributed in the cell. The cellular channel capacity is a random variable and therefore, the theoretical analysis of cellular channel capacity is quite difficult if not impossible. In this paper, we first obtain the information outage probability for the given frequency-reuse factor and then, find the \( q\%-\)outage capacity [8], [9] (which is defined as the channel capacity that gives an outage probability of \( q\%)\). We consider the 10%- , 50%- , and 90%-outage capacities and discuss the optimum frequency-reuse factor \( F \) that maximizes the each outage capacity using MIMO technique (cellular MIMO channel capacity).

The rest of the paper is organized as follows. In Sect. 2, the system model is described and the cellular channel capacity formula is presented. Simulation setup is given and then numerical results of information outage capacity and
q%-outage capacity are presented in Sect. 3. Section 4 concludes the paper.

2. Cellular System and Cellular Channel Capacity

In this paper, the hexagonal cell layout is considered as shown in Fig. 1. The center cell is a cell of interest. The same frequency is reused at different cells with the frequency-reuse factor \( F \) (averaged over the fading statistics only), on each receive antenna, of the desired signal from the \( c \)-th BS can be expressed as

\[
Pr_c = A \cdot P_t \cdot d_c^{-\alpha} \cdot 10^{-\xi_c/10}
\]

where \( A \) is a constant value (depending on the antenna gain, feeder loss, etc), \( P_t \) is the total transmit power from each BS, \( d_c \) is the distance between the \( c \)-th BS and the MS communicating with the \( c = 0 \) th BS, \( \alpha \) is the path loss exponent, and \( \xi_c \) is the shadowing loss in dB following a zero-mean Gaussian distribution with the standard deviation \( \sigma \). If either STBC-MISO or MIMO is used, the transmit power from each antenna is reduced by a factor of \( N_t \) to keep the total transmit power from a BS the same.

Equation (1) is rewritten as

\[
P_{rx} = S \cdot r_c^{-\alpha} \cdot 10^{-\xi_c/10}
\]

where \( r_c = d_c/R \) is the normalized distance with \( R \) being the cell radius and \( S = A \cdot P_t \cdot R^{-\alpha} \) is the average signal power received by an MS at the cell edge \((d_0 = R)\). The total local average CCI power \( I \) from the co-channel cells is expressed as

\[
I = \sum_{c=1}^{\infty} S \cdot r_c^{-\alpha} \cdot 10^{-\xi_c/10}
\]

In this paper, the CCI is approximated as a zero-mean complex Gaussian process with the average power \( I \). The noise power \( N \) due to the additive white Gaussian noise (AWGN) is given as

\[
N = N_0 \cdot W
\]

where \( N_0 \) is the one-sided power spectrum density of the AWGN and \( W \) is the channel bandwidth assigned to each cell.

The local average received signal-to-interference plus noise power ratio (SINR) \( \gamma \) on each receive antenna is given as

\[
\gamma = \frac{P_{rx}}{I + N} = \frac{r_0^{-\alpha} \cdot 10^{-\xi_0/10}}{\sum_{c=1}^{\infty} r_c^{-\alpha} \cdot 10^{-\xi_c/10} + \left( \frac{E_s}{N_0} \right)^{-1}}
\]

where \( E_s/N_0 \) denotes the average signal energy per data symbol-to-AWGN power spectrum density ratio at the cell edge.

Since the total system bandwidth required for a cellular system with the frequency-reuse factor \( F \) is \( B = F \cdot W \) (Hz), the cellular MIMO channel capacity is defined as the channel capacity per cell \( C \) normalized by the system bandwidth \( B \) and is given by

\[
\eta = \frac{1}{F} \cdot \frac{C}{W}
\]

where \( C/W \) (bps/Hz) is given by \[1\]

\[
\frac{C}{W} = \log_2 \det \left[ I_{N_t} + \frac{\gamma}{N_t} \cdot \mathbf{H}\mathbf{H}^H \right]
\]

In the above, \( I_{N_t} \) is the \( N_t \times N_t \) identity matrix, \( \mathbf{H} \) is the \( N_c \times N_t \) channel matrix between the \( c = 0 \) th BS and the MS of interest and is expressed as

\[
\mathbf{H} = \begin{bmatrix}
h_{0,0} & h_{0,N_t-1} \\
\vdots & \ddots \\
h_{N_c-1,0} & h_{N_c-1,N_t-1}
\end{bmatrix}
\]
where $h_{n,m}$ is the complex channel gain with $E[|h_{n,m}|^2] = 1$, due to multipath fading, between the $n_{th}$ transmit antenna of the $c = 0$th BS and the $n_{th}$ receive antenna of the MS ($E[.]$ denotes the ensemble average operation). By substituting Eq. (7) into Eq. (6), we have the following cellular channel capacity $\eta$ (bps/Hz/cell)

$$\eta = \frac{1}{F} \cdot \log_2 \left[ \frac{C}{W} \cdot \log_2 \left( 1 + \frac{\gamma}{N_t} \cdot \text{HH}^H \right) \right]$$ (9)

The cellular channel capacity of SISO, SIMO and STBC-MISO can be obtained, similar to the MIMO case, as follows:

$$\eta = \begin{cases} \frac{1}{F} \cdot \log_2 \left( 1 + \frac{\gamma}{N_t} \cdot |h_{0,0}|^2 \right) & \text{for SISO} \\ \frac{R_c}{F} \cdot \log_2 \left( 1 + \frac{\gamma}{N_r} \cdot \sum_{n=1}^{N_r-1} |h_{n,n}|^2 \right) & \text{for STBC-MISO} \\ \frac{1}{F} \cdot \log_2 \left( 1 + \frac{\gamma}{N_t} \cdot \sum_{n=0}^{N_t-1} |h_{n,0}|^2 \right) & \text{for SIMO} \end{cases}$$ (10)

where $R_c$ is the coding rate of STBC-MISO shown in Table 1 [11].

As the frequency-reuse factor $F$ increases, the CCI power $I$ from co-channel cells becomes weaker (this increases the cellular channel capacity), while the total bandwidth $F \cdot W$ necessary for a cellular system increases (this reduces the cellular channel capacity). This suggests that there may be an optimum $F$ that maximizes the cellular channel capacity $\eta$. However, the value of $\eta$ is a random variable due to the distance-dependent path loss, shadowing loss and multipath fading. Using the Monte-Carlo numerical evaluation, we find the outage capacity defined as the capacity of $\eta$ falling below a certain value.

### 3. Numerical Results

We consider $1 \times 1$ SISO, $1 \times 4$ SIMO, $4 \times 1$ STBC-MISO, and $4 \times 4$ MIMO except for Fig. 8. Note that when $4 \times 1$ STBC-MISO is used, the coding rate reduces to $3/4$ [7]. Table 2 summarizes the numerical condition. The location of MS is uniformly distributed within the center cell. We assume an uncorrelated frequency-nonselective block Rayleigh fading channel for each transmit antenna/receive antenna pair. In the Monte-Carlo numerical evaluation, each Rayleigh fading is generated based on modified Jakes’ model [12]. The total transmit power of each cell is determined so that the received SINR at the cell edge becomes the predetermined value $\Gamma = E_s/N_0 = 0 \sim 20$ dB.

The distribution of the cellular channel capacity is found as follows. The location of MS of interest is randomly generated in the center cell ($c = 0$th cell). The path loss and shadowing loss between each co-channel cell and MS are generated and the received SINR, $\gamma$, is computed using Eq. (5) and then, the cellular channel capacity is computed using Eq. (9) or (10). The distribution of the cellular channel capacity is obtained for the given frequency-reuse factor $F$ by repeating the above process a sufficient number of times. In the Monte-Carlo numerical evaluation, the number of co-channel interfering cells is set to be 18 for $F = 1$ and 6 for $F \neq 1$ because interference from other cells can be neglected. The shadowing loss is modeled as the log-normally distributed random variable having the standard deviation $\sigma$ dB and those experienced at different BSs are assumed to be independent. The MS of interest is always connected to the $c = 0$th cell irrespective of the received signal power from other BSs.

#### 3.1 Information Outage Probability

To find the $q\%$-outage capacity we first obtain the information outage probability of multi-antenna technique. The information outage probabilities of $1 \times 1$ SISO, $1 \times 4$ SIMO, $4 \times 1$ STBC-MISO, and $4 \times 4$ MIMO are plotted in Fig. 3. Since the transmit power from each antenna is reduced by a factor of $N_t$ to keep the total transmit power $P_t$ from each BS the same, the received SINR at the MS is reduced when multiple transmit antennas are used at BS, thereby decreasing the probability that the cellular channel capacity drops. However, the transmission data rate of $4 \times 4$ MIMO is four times higher than that of $1 \times 4$ SIMO and hence, the cellular MIMO channel capacity becomes higher than $1 \times 4$ SIMO. It can be seen from the figures that as $F$ increases, the capacity improvement of the MIMO over the SIMO becomes larger. The reason for this can be explained as follows. In a low SINR region, the spatial diversity gain is more important than the spatial multiplexing gain and therefore, the superiority of MIMO over SIMO diminishes. On the other hand, in a high SINR region, the spatial multiplexing gain is more effective than the spatial diversity gain and hence, MIMO provides larger capacity than SIMO. As $F$ increases, the interference gets weaker and the received SINR increases; therefore, MIMO provides much larger capacity than SIMO.

<table>
<thead>
<tr>
<th>Number of transmit antennas</th>
<th>Coding rate $R_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>3/4</td>
</tr>
<tr>
<td>4</td>
<td>2/3</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Channel model</th>
<th>Multipath fading</th>
<th>Block Rayleigh fading</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of paths</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Max. Doppler frequency</td>
<td>$f_d \rightarrow \text{0 Hz}$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Numerical condition.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell structure</td>
<td>Hexagonal</td>
</tr>
<tr>
<td>Frequency-reuse factor</td>
<td>$F = 1, 3, 4, 7, 9, 12$</td>
</tr>
<tr>
<td>MS distribution</td>
<td>Uniform</td>
</tr>
<tr>
<td>Path loss exponent</td>
<td>$\alpha = 3.0 \sim 4.0$</td>
</tr>
<tr>
<td>Shadowing standard deviation</td>
<td>$\sigma = 4.0 \sim 8.0 \text{dB}$</td>
</tr>
</tbody>
</table>
owing to the spatial multiplexing gain.

The cellular channel capacity of STBC-MISO greatly reduces compared to those of SIMO and MIMO. This is because the transmission power from each transmit antenna is reduced by a factor of $\frac{N_t}{3}$ and because the coding rate of STBC-MISO is reduced to $\frac{3}{4}$ when $N_t = 3$ and $\frac{4}{3}$ when $N_t = 4$ [7]. Therefore, the cellular channel capacity of STBC-MISO is lower than that of SIMO in spite of the same diversity order.

Below, we discuss the impact of frequency-reuse factor $F$ on the cellular channel capacities of multi-antenna techniques and then, discuss about how the channel capacity is affected by propagation parameters and transmit power.

### 3.2 Impact of Frequency-Reuse Factor $F$

From the information outage probability obtained by the Monte-Carlo numerical evaluation, we find the 10%- and 90%-outage capacities as a function of $F$ when the path loss exponent $\alpha = 3.5$ and the shadowing standard deviation $\sigma = 6.0$ dB.

From Fig. 4, it can be seen that if 50%-outage capacity or 90%-outage capacity is used for the system design, the use of $F = 1$ is optimal as shown in [2]–[4] and provides 50%-outage capacity of 5.0 (bps/Hz/cell) or 90%-outage capacity of 20.0 (bps/Hz/cell). On the other hand, if 10%-outage capacity is used for the system design, the use of $F = 3$ is optimal. 10%-outage capacity increases due to decreasing CCI as $F$ increases from 1 to 3, but it decreases beyond $F = 3$. This is because the increasing total bandwidth offsets the positive effect of decreasing CCI. It can be seen from Fig. 4 that when $F = 3$, 10% of users have the cellular channel capacity below about 1.5 (bps/Hz/cell) when $4 \times 4$ MIMO is used. In other words, 90% of users enjoy the cellular channel capacity of higher than 1.5 bps/Hz/cell. Furthermore, when $F = 3$, 10% of users enjoy more than 9.0 (bps/Hz/cell). On the other hand, if a cellular system is designed using 50%-outage capacity or 90%-outage capacity, 10% of users have the cellular channel capacity lower than about 0.7 (bps/Hz/cell), although 10% of users enjoy the cellular channel capacity larger than 20.0 (bps/Hz/cell).

The above discussion shows that if the cellular system is to be designed to increase the number of users having the higher cellular channel capacity, $F = 1$ can be used; on the other hand if the system is to be designed to guarantee the minimum channel capacity, $F = 3$ can be used.

### 3.3 Impact of Propagation Parameters

#### 3.3.1 Path Loss Exponent $\alpha$

Figure 5 plots 10%- and 50%-outage capacities (bps/Hz/cell) as a function of $F$ with the path loss exponent $\alpha$ as a parameter when $\sigma = 6.0$ dB.

The path loss is inverse-proportional to the $\alpha$-th power.
of the distance. The distance of an interfering BS from an MS of interest is longer than that of the desired BS. Therefore, as $\alpha$ increases, the CCI power attenuates much faster than the desired signal power, resulting in the increased cellular channel capacity. However, the optimum $F$ is 3 for 10%-outage capacity irrespective of the value of $\alpha$. Furthermore, it can be seen from Fig. 5 that although, 10%- , 50%- , and 90%-outage capacities increase as $\alpha$ increases, 90%-outage capacity is less sensitive to $\alpha$ compared to 10%- and 50%-outage capacities. This can be explained as follows. 90%-outage capacity is interpreted as that 10% of users in a cell have the channel capacity higher than 90%-outage capacity. These 10% users are located very close to their communicating BS and therefore, their SINR, $\gamma$ is sufficiently high (since the desired signal power is high and the CCI is low). Since the channel capacity is a logarithmic function of $\gamma$ as shown in Eqs. (9) and (10), the capacity variation due to the SINR variation becomes very narrow for a high SINR region. This leads to the fact that 90% outage capacity is less sensitive to $\alpha$. As $F$ increases, the impact of path loss exponent $\alpha$ becomes weaker irrespective of the percentage value of outage capacity. This is because, as $F$ increases, the distance between the MS and an interfering BS increases and hence, the interference power is reduced enough even though $\alpha = 3.0$, resulting in larger $\gamma$. As a consequence, the impact of $\alpha$ becomes weaker when $F$ gets larger.

3.3.2 Standard Deviation $\sigma$ of Shadowing Loss

Figure 6 plots 10%- , 50%- , and 90%-outage capacities (bps/Hz/cell) as a function of $F$ with the shadowing standard deviation $\sigma$ as a parameter when $\alpha = 3.5$. As $\sigma$ increases, the channel capacities reduce because the average CCI power increases due to increased variability of CCI power. Again the optimum $F$ is seen to be 3 for 10%-outage capacity irrespective of the value of $\sigma$. Interestingly, 90%-outage capacity is almost insensitive to $\sigma$ irrespective of the value of $F$, while 50%-outage capacity is insensitive to $\sigma$ when $F$ is larger than 7. The reason for this can be explained as follows. As discussed in 3.3.1, 90%-outage capacity is a result of contribution from the users close to their communicating BS. For such users, $\gamma$ is very high and therefore, the channel capacity is insensitive to the variation of SINR and hence, $\sigma$. Similar to Sect. 3.3.1, the impact of shadowing standard deviation $\sigma$ on the $q$%-outage capacity becomes less sensitive as $F$ increases. This can be explained as follows. For a large $F$, the co-channel cells are far away from the MS of interest and hence, the CCI power is sufficiently weak. Thus, the variation of CCI power owing to shadowing has less impact on the $q$%-outage capacity.

3.4 Impact of Transmission Power of BS

Figure 7 plots 10%- , 50%- , and 90%-outage capacities (bps/Hz/cell) as a function of $F$ with the received $E_s/N_0$ at the cell edge (i.e., transmission power of BS) as a parameter when the cell radius is kept the same for $\alpha = 3.5$ and
Fig. 6 Impact of shadowing loss standard deviation $\sigma$ on $q\%$-outage capacity.

Fig. 7 Impact of transmission power of BS on $q\%$-outage capacity.
In this paper, we evaluated the information outage probability of the MIMO channel capacity from which we obtained the $q$%-outage capacities (which is defined as the channel capacity that gives an outage probability of $q$%). We compared the $q$%-outage capacities achievable by $1 \times 1$ SISO, $1 \times 4$ SIMO, $4 \times 1$ STBC-MISO, and $4 \times 4$ MIMO techniques and discussed the impact of propagation parameters (path loss exponent and shadowing loss standard deviation). It was shown by numerical computation that 50%- and 90%-outage capacities are almost insensitive to the propagation parameters while 10%-outage capacity is sensitive to the propagation parameters.

We have shown that the optimum reuse factor $F$ depends on the outage probability of the channel; the optimum reuse factor $F = 3$ for 10%-outage capacity and the single-frequency reuse ($F = 1$) gives the largest cellular capacity for 50%- and 90%-outage capacity irrespective of path loss exponent, shadowing loss standard deviation and transmit power of BS. Furthermore, it has been shown that $4 \times 4$ MIMO can always achieve higher channel capacity than $1 \times 1$ SISO, $1 \times 4$ SIMO and $4 \times 1$ STBC-MISO.

The power allocation technique based on the water filling theory is known to enhance the capacity. The cellular channel capacity evaluation when the power allocation is used is left as an interesting future study.
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