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**ABSTRACT**
A method to identify and select test points for analog circuit testing and to detect multiple soft faults in linear analog circuits using multiple frequency measurements is proposed in this paper. Modified nodal analysis (MNA) method is used to simulate the circuit under test (CUT) and to derive the circuit parameters. With the knowledge of circuit topology and the component values, the test vectors associated with each component of the CUT are derived. The group of potentially faulty components, suitable test nodes and diagnosis variables for testing are identified and selected based on the test vectors. To solve the component tolerance issue in analog circuit testing, fault detection is performed based on the diagnosis variables obtained from multiple frequency measurements for fault free and faulty conditions of the CUT. Effectiveness of the proposed method is validated through the results obtained from simulation of benchmark circuits.
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1 INTRODUCTION
Analog circuit test process involves in developing methodologies to detect the variation in component value or open and short circuits called faults which leads to variation in system performance. Analog circuit faults are classified as soft faults or parametric faults and hard or catastrophic faults. Soft or parametric faults cause variation in system performance and are hard to detect whereas hard or catastrophic faults cause complete variation in system performance. The factors such as nonlinearity of circuit components, tolerance and the number of test nodes to locate the faulty elements, limit the development of standardized methods for testing. Different methods have been proposed to detect multiple soft faults in analog circuits. In [1], test vector based method is proposed to identify parametric or soft faults in linear analog circuits. Multiple parametric faults are identified based on thresholding technique. A two-dimensional fault model is proposed in [2] to simplify the algorithms for test point selection and potential fault simulations, which are primary difficulties in fault diagnosis of analog circuits. Further to reduce the process of identification of faults location, a 3D complex space is proposed to achieve better fault detection ratio against measurement error and parametric tolerance. In [3], mathematical model based on normalization algorithm to reduce the dimension of the fault samples and to improve the accuracy and efficiency of fault diagnosis is proposed. A method to locate faulty components with lesser test points and test frequencies combined with complex field modeling is proposed in [4]. A method based on principal component analysis of pretreatment and particle swarm hybrid neural network is proposed in [5]. The method adopts hybrid algorithm to adjust the network weights and thresholds to avoid falling into the local minimum value, which uses principal component pretreatment effectively reduce the complexity of calculation. Kalman filter based method for diagnosing both parametric and catastrophic faults in analog circuits is proposed in [6] to improve the efficiency of diagnosing a fault through an iterative structure, and the Shannon entropy to mitigate the influence of component tolerance.

In [7], Neural network based fault diagnosis method is proposed . The structure and training methods of LVQ neural networks are presented and it has been proved to be a simple and effective practical method. In [8], Neural network based parametric fault diagnosis in analog circuit using Polynomial Curve Fitting is proposed. This method aims to cover faults as small as 10% or less. A polynomial of suitable degree is fitted to the output frequency response of an analog circuit and the coefficients of the polynomial attain different values under faulty and non faulty conditions. Using these features of polynomial coefficients, a BPNN is used to detect the parametric faults. A method based on two kinds of feature vectors from frequency response data of a filter system to train least squares SVM (LS-SVM) to diagnose faults is proposed in [9]. The first is defined as the conventional frequency feature vector, which includes the center frequency and the maximum frequency response. The second is a new wavelet feature vector that is composed of the mean and standard deviation of wavelet coefficients. A method based on Mahalanobis distance, a near-optimal feature vector selection method has been proposed in [10] for diagnostics of analog circuits using the least squares SVM. In [1], test vectors associated with each component of CUT are derived and multiple parametric faults are identified by finding a fault variable corresponding to each component of CUT and estimating an average value (threshold) from the fault variables. A component is said to be faulty if its fault variable value is less than the threshold. This paper extends the approach proposed in [1] to solve tolerance issue by multiple frequency measurements.

Section 2 describes the mathematical fundamentals of the proposed method. Section 3 explains the test procedure and section 4 explains the results obtained from the simulation of benchmark circuits. Section 5 deals with the discussion on the proposed approach. Section 6 concludes.

2 MATHEMATICAL FUNDAMENTALS
Analog circuit test procedure begins with the simulation of the CUT and deriving the diagnosis variables such as node voltages and branch currents. The simulation of an electronic circuit involves formulation of the circuit equation and solving it for the unknowns. To simulate the CUT, Modified Nodal Analysis (MNA) is used as explained as in [11] & [12]. MNA for linear systems results in the system equation of the form

\[ AX = Z \]  

(1)
where $A$ is the coefficient matrix or the circuit matrix which is formed by the conductance of the components in the CUT and the interconnections of the voltage sources, $X$ is the unknown vector consists of circuit variables (node voltages and few branch currents which are useful for testing) and $Z$ is the excitation matrix. The right hand side matrix ($Z$) consists of the values of independent current and voltage sources. The unknown vector is found by matrix inverse operation. Faults in the CUT are simulated using Fault Rubber Stamp (FRS) as explained in [13]. FRS is based on the MNA stamp of the components of a CUT. For a component $C_n$ connected between the nodes $j$ and $j'$ ($V_j$, $V_{j'}$ - respective node voltages) in the coefficient matrix is,

$$
X = \begin{bmatrix}
V_n \\
I_v
\end{bmatrix}
$$

(3)

$$
Z = \begin{bmatrix}
I \\
V
\end{bmatrix}
$$

(4)

$$
V_j \begin{bmatrix} +C_n & -C_n \\
-jC_n & +C_n
\end{bmatrix} j'
$$

(5)

If this component is assumed to be faulty, its value changes from $C_n$ to $C_{n+\Delta}$. This deviation causes the current through that faulty component to deviate from its nominal value. This current deviation called fault variable ($\phi$) is introduced in the faulty circuit unknown matrix as an unknown branch current. To indicate the current deviation through the faulty component, the faulty component is represented as a parallel combination of its nominal value and the deviation ($\Delta$) (fig.1). $V_j$ and $V_{j'}$ are the node voltages at the nodes $j$ and $j'$ respectively. $i_f$ is the current deviation through the faulty component.

The bottom row line is the faulty component equation and the right most column corresponds to the extra fault variable. As seen in (6), for each faulty component there is an additional column at the right side and row at the bottom of the coefficient matrix is introduced. The faulty system with the FRS in matrix form is,

$$
\begin{bmatrix}
A & c \\
r & \Delta
\end{bmatrix}
\begin{bmatrix}
X_f \\
\phi
\end{bmatrix} = \begin{bmatrix}
Z \\
0
\end{bmatrix}
$$

(7)

where $c$ and $r$ are the additional column and row introduced corresponding to a faulty component. The additional column $c$ indicates the location of the faulty component. The additional row $r$ is the faulty component equation with its node voltages. The value of $\Delta$ depends the faulty value of the component. It can be observed that a new variable called fault variable ($\phi$) is also introduced as unknown into the unknown vector matrix ($X_f$) of the faulty circuit. It can also be noted that this fault variable is the unknown branch current. As seen in (7), the coefficient matrix ($A$) of the nominal circuit is retained in forming the faulty system equation without any modification in the values of it. Thus from (7), the faulty circuit equations are written as,

$$
AX_f + c\phi = Z
$$

(8)

$$
rX_f + \Delta \phi = 0
$$

(9)

replacing $Z = AX$ from (1),

$$
AX_f + c\phi = AX
$$

(10)

$$
A(X - X_f) = c\phi
$$

(11)

$$
X - X_f = A^{-1}c\phi
$$

(12)

$$
\phi = (X - X_f)/T
$$

(13)

$$
T = A^{-1}c
$$

(15)

The product $A^{-1}c$ is a complex column vector and it is called test vector [13]. As $c$ describes the location of a component in the CUT, the test vector is associated to that component and the values are independent of the faults. And it can be observed that the test vectors are associated to a specific component in the CUT and also the diagnosis variables. And it can also be observed that the test vector is sensitive to circuit component values ($A$ is the circuit component matrix) as well as test frequencies.

3 TEST FLOW

Test procedure consists of two stages. In the first stage called pretesting stage (fig.2), the CUT is simulated with multiple frequencies and the diagnosis variables are measured for fault free condition and recorded. Test vectors corresponding to each component of CUT are generated using (15). Diagnosis variables or test nodes are selected for which the test vectors are found to be with different valued. The diagnosis variables with same test vector lead to same fault variable which limits the fault diagnosability. The potentially faulty components group or testable groups also can be detected from the test vectors. Testable components are detected by identifying the components forming ambiguity sets. Two or more circuit com-
Components belong to same ambiguity set if a fault cannot be resolved between them. Two elements belong to same ambiguity group if and only if their test vectors are equal [13].

Case i) For example, two faulty components \( R_1 \) & \( R_2 \) with the values 30kΩ & 5kΩ respectively are injected and fault variables are found at all the test frequencies. The relative standard deviation each column of fault variable for the components \( R_2 \), \( R_3 \), \( R_3 \), \( C_2 \) & \( C_3 \) is found to be 0.52, 0.34, 1.55, 0.97, 0.94. The threshold value estimated from these values is 0.8687. It can be noted that the values corresponding to \( R_2 \), \( R_3 \) are lesser than the threshold obtained. Hence these two components are declared as faulty. Table 1 shows the results obtained for a fourth order Sallen key low pass filter.

Case ii) Two faulty components \( R_1 \) & \( R_2 \) with the values 2.5kΩ, 1kΩ respectively are injected and the relative standard deviation of all the fault variables is obtained as 0.752, 0.363, 0.509, 0.5735, and 0.6825. The threshold value estimated from this is 0.5683. It can be observed that the relative standard deviation of \( R_1 \) & \( R_2 \) is lesser than the threshold (0.363, 0.509). Hence these elements are said to be faulty.

Case iii) For the faulty conditions \( C_1=130nF \) & \( C_2=30nF \), the relative standard deviation of the fault variable of the components \( R_4 \), \( R_5 \), \( R_3 \), \( C_2 \) & \( C_4 \) is obtained as 0.8738, 0.928, 1.3754, 0.5885, 0.6825. The threshold estimated from these values is 0.8375. It can be noted that the relative standard deviation of \( C_3 \) & \( C_4 \) is lesser than the threshold. Hence these components are identified as faulty.

Case iv) The components \( R_3 \), \( C_3 \) with the values 1kΩ, 200nF are injected as faulty and the relative standard deviation is obtained as 0.7656, 1.214, 1.6, 1.2568, 0.7065. The threshold value estimated is 1.1386. It is observed that the relative standard deviation obtained for the components \( R_3 \), \( C_3 \) is lesser than the threshold value. Hence they are declared as faulty.

Case v) Three faulty conditions with the values \( R_3 =2.8kΩ \), \( C_3=120nF \) & \( C_4=90nF \) leads to the relative standard deviation of 1.6398, 0.8733, 1.9586, 1.2568, 0.896023 and the threshold obtained is 1.2757. The estimated relative standard deviation of the components \( R_3 \), \( C_3 \) is found to be lesser than the threshold. Hence they are faulty.

Case vi) Three faulty components with the values \( R_3 =3.2kΩ \), \( R_4=500Ω \), \( R_5=500Ω \) are injected and the relative standard deviation obtained is 0.2876, 0.3613, 0.4523, 0.9926, 0.8976 and the threshold value estimated is 0.5653. The relative standard deviation of the fault variables corresponding to the components \( R_3 \), \( R_4 \), \( R_5 \) is found to be lesser than the threshold. Hence they are faulty.

Case vii) Three components with the values \( R_1 =800Ω \), \( R_2=4.8kΩ \), \( C_3=50nF \) are introduced in to the CUT and the relative standard deviation corresponding to all the components is found to be 0.8365, 0.4088, 0.523, 0.5885, 0.9158. The threshold value estimated is 0.6133. It can be observed from the above values that the relative standard deviation corresponding to the components \( R_2 \) & \( C_3 \) is lesser than this threshold. Hence they are declared as faulty.

5 DISCUSSION

A method to detect multiple soft faults based on multiple frequency measurements and test vectors is proposed. Test vectors are generated by simulating the circuit under test using modified nodal analysis. Test nodes or the diagnosis variables and the potentially faulty components are identified from the test vector variables. Test nodes or the diagnosis variables are selected so that their test vectors are different. Same value test vectors associated with the components of CUT lead to the same fault variables generation and affects the fault diagnosability of the CUT. The testable group of components is also identified from the test vectors and it requires no separate approaches or algorithms. To locate the faulty components, fault variables estimated from the diagnosis variables measured at the specific nodes and at all the test frequencies.

![Flow diagram](image)
The average and relative standard deviation of all the fault variables corresponding to the components of the CUT is estimated. The average value of the relative standard deviation of all the fault variables is estimated and used as a threshold. The components are said to be faulty, when the obtained relative standard deviation is less than the threshold. Thus the fault identification approach is very simple and requires no complex algorithms or procedures. But it is possible to detect up to three faults and it is because of the threshold used to identify the faulty conditions of the components.

**Fig. 3 Test Stage**

The average and relative standard deviation of all the fault variables corresponding to the components of the CUT is estimated. The average value of the relative standard deviation of all the fault variables is estimated and used as a threshold. The components are said to be faulty, when the obtained relative standard deviation is less than the threshold. Thus the fault identification approach is very simple and requires no complex algorithms or procedures. But it is possible to detect up to three faults and it is because of the threshold used to identify the faulty conditions of the components.

**6 CONCLUSION**

An approach to select test nodes and to detect multiple parametric faults called soft faults based on multiple frequency measurements is proposed. The test vectors and the diagnosis variables are derived by forming the circuit equations using MNA and solving it by linear system solver. A fault variable estimated from the diagnosis variables and test vectors generated are used to identify the faulty conditions of a component of the CUT. As the test vectors are derived from the circuit matrix and location of the components, the fault variables are associated with specific component. Test points or test nodes are selected from the test vector values. A simple average value based thresholding technique is used to locate or identify multiple faulty components. A component is identified as faulty if the fault variable is lesser than the threshold value. The proposed approach helps to identify the diagnosis variables or test nodes for testing and testable group from test vector values without the requirement of special approaches or algorithms.
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