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Abstract—Two experiments tested a form of automatic stereotyping. Subjects saw primes related to gender (e.g., mother, father, nurse, doctor) or neutral with respect to gender (e.g., parent, student, person) followed by target pronouns (stimulus onset asynchrony = 300 ms) that were gender related (e.g., she, he) or neutral (it, me) or followed by nonpronouns (do, all; Experiment 2 only). In Experiment 1, subjects judged whether each pronoun was male or female. Automatic gender beliefs (stereotypes) were observed in faster responses to pronouns consistent than inconsistent with the gender component of (stereotypes) were observed in faster responses to pronouns consistent with the gender component of the prime regardless of subjects’ awareness of the prime–target relation, and independently of subjects’ explicit beliefs about gender stereotypes and language reform. In Experiment 2, automatic stereotyping was obtained even though a gender-irrelevant judgment task (pronoun/not pronoun) was used. Together, these experiments demonstrate that gender information imparted by words can automatically influence judgment, although the strength of such effects may be moderated by judgment task and prime type.

Based on recent theory and research on the role of unconscious processes in beliefs about social groups (Banaji & Greenwald, 1994; Bargh, 1994; Greenwald & Banaji, 1995), we report two experiments that provide stricter tests than previously conducted of a form of automatic stereotyping. Several recent experiments have demonstrated that stereotyping can occur implicitly, without subjects’ conscious awareness of the source or use of stereotypic information in judgment (Banaji & Greenwald, 1995; Banaji, Hardin, & Rothman, 1993; Devine, 1989). In this article, we focus on a particular brand of stereotyping that can occur even when the perceiver retains awareness of the source of influence on judgment, but is unable to readily control the stereotypic response. Stereotyping, like other cognitive processes, consists of both automatic and controlled components, and the particular form of automaticity that is involved (e.g., awareness, intentionality, efficiency, and controllability) has been of recent interest (see Bargh, 1994). In the present experiments, we demonstrate that gender, as lexically coded in English, can operate automatically in judgment, even when the primary (denotive) meaning is not about gender.2

The semantic priming procedure is commonly used to examine automatic information processing and, in particular, to reveal the strength of association between two concepts that exist independently of conscious thought. Developed more than 20 years ago, this procedure has led to important discoveries about attention, signal processing, and semantic memory (Meyer & Schevaneveldt, 1971; Neely, 1977; Posner & Snyder, 1975). The first of these tests showed the now well-known effect that response latency to a target word is facilitated to the extent to which a prime word that appears prior to the target word is semantically related to it. In addition, the technique has recently been successfully adapted to demonstrate the operation of automatically activated attitudes or evaluations (Barth, Chaiken, Govender, & Pratto, 1992; Fazio, Sanbonmatsu, Powell, & Kardes, 1986; Perdue & Gurtman, 1990).

Our primary interest lies in beliefs, and for the present research, we adapted the semantic priming procedure to provide a strict test of the extent to which beliefs about gender (i.e., gender stereotypes) operate automatically. Two words were presented in close succession, and the relationship between them was captured by reaction time (RT) to judge the second (target) word. In both experiments, the central empirical question of interest was, what is the influence of the gender code of a prime on speeded judgments of gender-consistent or gender-inconsistent targets? Faster judgments on targets that follow gender-congruent primes than on targets that follow gender-incongruent primes (i.e., gender-based priming) are taken as evidence for the automatic use of gender stereotypes.3 We also examine related questions, such as (a) the relationship between automatic stereotyping and traditionally used explicit stereotyping measures, (b) the role of awareness of gender as a potential source of influence on performance, (c) the gender relevance of the judgment task, and (d) the gender strength of the primes.

Although variations of the semantic priming procedure have been used in previous research on stereotypes, the experimental procedures of these studies did not adhere to conventional standards for revealing automatic information use.4 For example, Dovidio, Evans, and Tyler (1986) presented a prime (black or white) followed by a target (intelligent or lazy) and asked subjects if the target “could ever be true” of the prime category. They found that white subjects were reliably faster to respond to stereotype-related traits than stereotype-unrelated traits following the primes white and black. Such experiments

1. These demonstrations, although showing evidence for the automatic use of gender information, should not be taken to imply that seemingly automatic responses can never be controlled. The effects of automatically activated information are controllable under theoretically specified conditions (Bargh, 1994; Blair & Banaji, 1995).

2. The term stereotype has been a construct of changing meaning in social psychology, and our use of it is in keeping with recent definitions that reduce it to refer to beliefs about the attributes of social groups (Ashmore & Del Boca, 1981; Greenwald & Banaji, 1995).

3. In experiments in which the currently specified conditions of automaticity were met, the findings addressed the role of automatic evaluation rather than automatic belief (Gaertner & McLaughlin, 1983; Perdue & Gurtman, 1990, Experiment 2).
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Consciousness cannot be separated from function
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Numerous theories of consciousness hold that there are separate neural correlates of conscious experience and cognitive function, aligning with the assumption that there are ‘hard’ and ‘easy’ problems of consciousness. Here, we argue that any neurobiological theory based on an experience/function division cannot be empirically confirmed or falsified and is thus outside the scope of science. A ‘perfect experiment’ illustrates this point, highlighting the unbreachable boundaries of the scientific study of consciousness. We describe a more nuanced notion of cognitive access that captures personal experience without positing the existence of inaccessible conscious states. Finally, we discuss the criteria necessary for forming and testing a falsifiable theory of consciousness.

The hard problem of consciousness is an impossible problem

A goal of neuroscience is to locate the neural correlates of consciousness: the minimal set of neuronal events leading to subjective awareness (see Glossary) [1–3]. Numerous influential theories hold that conscious experience has its own neural underpinnings that can be separated from all cognitive functions (i.e. attention, working memory, language, decision making, motivation etc.). Different theories equate consciousness with different correlates: recurrent activation between cortical areas [4–7], coalitions of ‘winning’ neurons [8–10], special microactivations distributed throughout the brain [11–13] or activity in the ventral stream [14]. Although the details of these theories vary, they all assert that conscious experience and cognitive functions have distinct neural correlates (Box 1).

This alleged division between experience and function is often mapped onto the distinction between the ‘hard’ and ‘easy’ problems of consciousness [3]. Under this view, the hard problem is answering the question of how phenomenal experience arises from physical events in the brain, whereas the easy problems are characterizing the mechanisms supporting cognitive functions. In this article we argue that, from an empirical perspective, the ‘hard problem’ is actually an impossible problem that inherently isolates consciousness from all current and future avenues of scientific investigation. All theories of consciousness based on the assumption that there are hard and easy problems can never be verified or falsified because it is the products of cognitive functions (i.e. verbal report, button pressing etc.) that allow consciousness to be empirically studied at all. A proper neurobiological theory of consciousness must utilize these functions in order to accurately identify which particular neural activations correlate with conscious awareness.

A motivation behind dissociative theories is the belief that theories associating awareness with access [15–17] cannot explain the richness of phenomenology. In other words, it is claimed that ‘phenomenology overflows access’ ([7], p. 487): we experience more than can possibly be captured by cognitive mechanisms that are known to have strict limits. Visual attention [18,19], working memory [20,21], dynamic tracking [22,23] and many other such processes have well-established capacity limits. Phenomenology, however, is claimed to have no such limitations. It is thought that when we look out onto the world we do not only see a few attended items; we see the whole world. Thus it is argued that although we are conscious of a variety of inputs we have access to only a small subset of these experiences [4,7,10,13].

Here, we analyze the data used to support the claim that phenomenology overflows access and show how these results can be accounted for under a pure access/functional view of consciousness. We then argue that dissociative theories are inherently unfalsifiable and beyond the scope of science, because inaccessible conscious states are intrinsically off-limits to investigation. With this in mind we end by describing the necessary components of a proper scientific theory of consciousness.

Evidence supporting the dissociation

What data support the view that consciousness occurs independently of, and can be experimentally dissociated

---

Glossary

**Access consciousness**: conscious states that can be reported by virtue of high-level cognitive functions such as memory, attention and decision making.

**Awareness**: the state of perceiving, feeling or experiencing sensations.

**Easy problem of consciousness**: understanding the mechanisms that support relevant functions such as language and attention.

**Hard problem of consciousness**: explaining phenomenal consciousness (e.g. the feeling of ‘what it is like’ [60]).

**High versus low-level brain regions**: in this context, the distinction between high and low-level brain regions roughly correspond to sensory and non-sensory (functional) regions. More specifically, ‘low-level’ regions are involved in the processing and discrimination of visual stimuli, whereas ‘high-level’ regions are involved in attention, language, and decision-making.

**Phenomenal consciousness**: the subjective aspect of experiencing the world (e.g. the experience of seeing the color red).
The partitioning of conscious experience from cognitive function is common in neurobiological theories of consciousness. Three representative theories are described below.

**Local recurrency.** The best-known theory that embraces the separation between experience and function is the local recurrency theory put forth by Lamme [4,5] and Block [6,7]. According to this theory, visual information is processed in the cortex by an initial feedforward sweep in which representations of motion, color and shape are formed [61,62]. Although representations at this stage can be rather detailed, no conscious experience accompanies this processing. Such experiences only arise as a result of sustained RP between visual areas. However, the experiences that accompany RP are independent of all cognitive functions, especially attention [4]. Indeed, this theory explicitly maintains that local recurrency is the neural correlate of one and only one form of consciousness: phenomenal consciousness [28]. Access consciousness, which comprises functions such as working memory, language production and so on, is achieved when RP extends into the frontal cortex and engages higher-level functions.

**Microconsciousness.** Zeki’s theory of microconscious states that consciousness is not a unified state but is instead distributed in space and time [11–13]. Rather than emphasizing the flow of information between regions, like the local recurrency theory, this theory focuses on the activation of ‘essential nodes’ throughout the cortex. Each node represents different bits of information (e.g. color or motion) and the activation of each node generates its own microconsciousness. We have the impression of a unified consciousness because each of these individual representations is bound to others, post-experimentally, to form an accessed macroconsciousness [13]. It is at this macrolevel that functions such as language and decision making operate on the distributed experiences and lead to subjective reports. Thus, the micro/macro distinction again dissociates conscious experience and cognitive function [29].

**Coalitions of neurons.** Crick and Koch proposed that consciousness stems from ‘winning’ coalitions of neurons (sustained activation of a collection of neurons that are dedicated to the processing and representation of a particular stimulus or event) [8]. Under this view, coalitions supporting one representation compete with coalitions supporting other representations [9]. Only after a winning coalition becomes conscious can attention be diverted to it. Oftentimes, only one coalition ‘wins’ at a time, leading to a relatively tight correlation between consciousness and attention. However, this correlation is not perfect. Koch and colleagues have written extensively about the existence of consciousness without attention [63,64,69,70], recently claiming that consciousness without attention is a form of phenomenal consciousness as described by Block and Lamme [10].

All of these theories have distinctive strengths, and some plausibility, but they also share a fundamental flaw: they posit the existence of conscious states that even the individual him or herself does not realize he or she is having. Highlighting this flaw might provide impetus for revision and improvement of these theories: rejecting the one shared feature of them all and leaving the other features to be sorted out empirically.

---

**Box 1. Example dissociative theories**

The partitioning of conscious experience from cognitive function is common in neurobiological theories of consciousness. Three representative theories are described below.

**Local recurrency.** The best-known theory that embraces the separation between experience and function is the local recurrency theory put forth by Lamme [4,5] and Block [6,7]. According to this theory, visual information is processed in the cortex by an initial feedforward sweep in which representations of motion, color and shape are formed [61,62]. Although representations at this stage can be rather detailed, no conscious experience accompanies this processing. Such experiences only arise as a result of sustained RP between visual areas. However, the experiences that accompany RP are independent of all cognitive functions, especially attention [4]. Indeed, this theory explicitly maintains that local recurrency is the neural correlate of one and only one form of consciousness: phenomenal consciousness [28]. Access consciousness, which comprises functions such as working memory, language production and so on, is achieved when RP extends into the frontal cortex and engages higher-level functions.

**Microconsciousness.** Zeki’s theory of microconscious states that consciousness is not a unified state but is instead distributed in space and time [11–13]. Rather than emphasizing the flow of information between regions, like the local recurrency theory, this theory focuses on the activation of ‘essential nodes’ throughout the cortex. Each node represents different bits of information (e.g. color or motion) and the activation of each node generates its own microconsciousness. We have the impression of a unified consciousness because each of these individual representations is bound to others, post-experimentally, to form an accessed macroconsciousness [13]. It is at this macrolevel that functions such as language and decision making operate on the distributed experiences and lead to subjective reports. Thus, the micro/macro distinction again dissociates conscious experience and cognitive function [29].

**Coalitions of neurons.** Crick and Koch proposed that consciousness stems from ‘winning’ coalitions of neurons (sustained activation of a collection of neurons that are dedicated to the processing and representation of a particular stimulus or event) [8]. Under this view, coalitions supporting one representation compete with coalitions supporting other representations [9]. Only after a winning coalition becomes conscious can attention be diverted to it. Oftentimes, only one coalition ‘wins’ at a time, leading to a relatively tight correlation between consciousness and attention. However, this correlation is not perfect. Koch and colleagues have written extensively about the existence of consciousness without attention [63,64,69,70], recently claiming that consciousness without attention is a form of phenomenal consciousness as described by Block and Lamme [10].

All of these theories have distinctive strengths, and some plausibility, but they also share a fundamental flaw: they posit the existence of conscious states that even the individual him or herself does not realize he or she is having. Highlighting this flaw might provide impetus for revision and improvement of these theories: rejecting the one shared feature of them all and leaving the other features to be sorted out empirically.

---

**from, higher-level functions (i.e. access)?** The most frequently cited experiments use Sperling’s partial report paradigm [24–27]. After being briefly shown a display of 9–12 letters, participants can only report some of the items through free recall. However, if cued to report a subset of the letters, they can report the entire subset and thus seem to have consciously perceived all of the items. According to dissociative theories, these results demonstrate that although we have access to only a few items we are nonetheless conscious of the identities of them all [4–7].

Although the partial report results are crucial to arguments for dissociating consciousness and function, they can be explained without this separation [27]. Participants can identify cued items because their identities are stored unconsciously until the cue brings them to the focus of attention. Before the cue, participants are conscious only of the few letters they attend to and the impression that there are other items on the display whose identities they do not know (Figure 1). Once the cue is presented, they are able to access an unconscious representation before it decays and successfully recall the letters presented.

Although Sperling’s results can be explained by appealing to consciousness without access, this is not the only explanation or the clearest. Indeed a more nuanced notion of access and cognitive function can readily explain both the phenomenology and the results of these experiments.

**A multi-access model**

Those who argue for experience without access [4–14, 28,29] emphasize the introspective experience of seeing

---

**Figure 1. How much is consciously perceived at a given psychological moment?** Those who argue for dissociating consciousness and function do so because they claim that awareness overflows conscious access. (a) In this case, the identities of all the letters on the screen are perceived. (b) However, McConkie and Rayner have shown that when uniform Xs replace the nonfixated words of text, participants do not realize this has happened [65,66]. (c) If there is no other text on the screen besides the fixated word, then participants will notice this instantly. This elegantly demonstrates that although people are aware of the ‘presence’ of nonattended items in this case, they are actually not aware of the ‘identities’ of those items.
a more vivid, detailed world than can be reported. The world beyond focused attention is not in total ‘darkness’: when staring intently at a single item, one is still aware of some aspects of the scene around it [30,31]. Such a claim is obviously true. Dissociative theorists cite this fact as the primary example of phenomenology overflowing access. However, this is not a problem for theories that identify consciousness with function.

The world beyond focal attention is not in darkness because when attention is not entirely engaged by a primary task, and it is unclear if attention can ever be entirely engaged using psychophysical techniques, excess attentional resources are automatically deployed elsewhere [32–35]. Thus, certain items are processed through focal attention, whereas others are processed via distributed attention [36,37]. Focal attention often leads to high resolution percepts whereas the percepts from distributed attention are at a lower resolution but with certain basic elements preserved [36–48] (Figure 2). It is inaccurate to say that information outside the focus of attention receives zero attention. Information not processed by focal attention can nevertheless be the target of other types of attention: distributed, featural, spatial, internal and so on [49].

Is this degraded visual information an example of phenomenology overflowing access? Indeed, the degraded information is consciously perceived. However, the function supporting this perception is simply distributed, rather than focal, attention. In fact, when attention is engaged in a sufficiently difficult task, observers can fail to perceive even coarse and degraded information, such as the gist of a scene, because of inattentional blindness [50]. This information is undoubtedly accessed because observers explicitly report seeing more than what is focally attended (the idea that such information is indeed accessed has been recognized by Block, see [7], p. 487).

Once it is recognized that distributed attention leads to degraded but accessed percepts, the motivation for claiming that this degraded information is an example of inaccessible conscious states disappears. The world beyond focused attention is not in darkness because there are functional resources (in this case, multiple forms of attention) dedicated to processing that information (Figure 1c).

Is there more to phenomenology?

Dissociative theories claim that there is phenomenology over and above the accessed information previously described. However, various empirical results cast doubt upon this claim. In a modified version of the Sperling paradigm, where letters are sometimes unexpectedly replaced with pseudo-letters, participants still claim to see only letters [51]. Another example of this phenomenon can be seen in Figure 2. When participants are instructed to fixate at the center of a screen, two images can be successively presented in the same location, with a blank image briefly separating the two, and the drastic changes between the images go unnoticed (a phenomenon known as change blindness). If participants are conscious of the identities of all elements in the scene, as has been repeatedly claimed by dissociative theorists, then participants should instantly notice the pseudo-letters or the scrambled image. The fact that they do not suggests that participants are overestimating the contents of their own experience.

Even though people do not notice these changes, the illusion of seeing more still needs to be explained. Why is it that people overestimate the richness of their conscious perceptions [52]? The nature of this illusory experience still needs to be explained and should be the focus of future empirical work. Functionalist accounts can study this by varying the prior expectations and confidence levels of participants in a variety of paradigms [27,51]. Dissociative theories, meanwhile, ‘explain’ this illusion by relying on

Figure 2. Only foveated items are perceived in full color and at high resolution. As stimuli move further into the periphery, they gradually lose their color and fidelity [67–70]. However, although the quality of unattended or unfocused stimuli is severely degraded, certain basic features and statistics are preserved. In the above example, a natural scene is presented (left) next to an image in which the quality of the image is systematically degraded from the center of the image (the blue fish) towards the periphery. When these two images are presented in rapid succession and with a blank gap in between, observers fixating at the center of the image are unable to detect the differences between the images and claim that they are identical. Observers do not notice that a single isolated percept is so degraded because they are able to move their eyes throughout a scene with so little effort that this behavior is often overlooked [31].
inaccessible conscious states that, as the next section describes, inherently prevent the possibility of confirmation or falsification.

The perfect experiment
Currently, no experimental results uniquely support the existence of consciousness independent of function and access. Could future experiments accomplish this? We argue that all theories of consciousness that are not based on functions and access [4–14] are not scientific theories. Consider perhaps the most drastic experiment possible, the ‘perfect’ experiment: imagine that, in the future, surgeons are able to isolate the parts of the visual cortex that represent color while wholly preserving their activation patterns. After this surgery, the areas involved in color perception (visual area V4, inferotemporal cortex etc.) behave normally, so are simply unable to project to higher brain areas [53–57]: perfect isolation. Although the color areas are isolated, all other visual areas (e.g. motion, luminance, object recognition etc.) are untouched and project to higher-level regions in a normal manner (Figure 3). Such a clean separation of one aspect, color, of visual perception is profoundly unrealistic but this idealization provides a simplification that is revealing of the key flaw in theories that dissociate function from consciousness.

According to all the theories discussed above, or possible theories based on the experience/function divide, whatever is necessary for color consciousness will be preserved in these color areas. If these theories are mutually exclusive, then we can imagine a different participant for each particular theory. All that matters is that we do not allow these isolated areas of a supposed type of phenomenal consciousness to interact with other cognitive functions.

When shown a colored apple what will our hypothetical participants say? They will surely not say that they see any colors because the areas responsible for processing color have been isolated from higher-level areas, including language production. They will be able to identify the object as an apple because visual areas responsible for all other aspects of visual cognition are intact and connected to these higher-level regions. Thus, they are simply color-blind. We can imagine them saying, ‘I know you say my color areas are activated in a unique way, and I know you believe this means I am consciously experiencing color but I’m looking at the apple, I’m focused on it, and I’m just not having any experience of color whatsoever’ (Box 2).

Moreover, imagine that, before the surgery, that particular shade of red would reliably agitate or excite the patient. Would the patient have such feelings now and say something like, ‘I don’t see red but I notice that I’ve gotten a little tense’? As described here, the patient would not because such affective, emotional or ‘limbic’ reactions are themselves the types of functions that we are isolating from the color area. To be excited or calmed or distracted by a perceptual state of red discrimination is already to have functional access to that state, however coarse-grained or.

Box 2. What if we gave the isolated color area the ability to communicate?

Is it possible that even though the subject is not conscious of red, the isolated color area itself is experiencing color (similar to the way the right hemisphere of split-brain patients is often described) [11]? What would happen if we supplied a reporting mechanism for the isolated color area?

Imagine the reporting mechanism is nothing more than the simple hardware needed to actually transmit a message (e.g. a speaker). If this device were connected to the color area, then it seems clear that there would be no reports of color consciousness. The cognitive functions needed to select a particular thought, decide how best to describe it, and to execute that action are still absent, preventing any type of response from being formed or conveyed.

Whereas if the color area were connected to a more sophisticated reporting mechanism that was endowed with these functions there would probably be reports of color consciousness. However, this is not because the color area is experiencing its own isolated consciousness; rather, it is because the color area is now connected to the functions that are crucial for consciousness. By connecting the color area to a mechanism endowed with the relevant functions, the previously unconscious color information can now be accessed by a broader cognitive system.
incomplete, because such a reaction can obviously affect decision making or motivation (Box 3).

In spite of this frank denial by subjects, theories that posit dissociation between consciousness and function would necessarily assume that participants of the 'perfect experiment' are conscious of the apple's color but simply cannot access that experience. After all, the conditions these theories stipulate for phenomenal consciousness of color are all met, so this experiment does not disprove the existence of isolated consciousness; it merely provides another particularly crisp example of consciousness without access.

However, there is a crucial problem with this logic. If this 'perfect experiment' could not definitively disprove dissociative theories, then what could? The subject manifests all the functional criteria for not being conscious of color so what would ground the claim that the subject nevertheless enjoys a special kind of consciousness: phenomenal consciousness without access consciousness (Box 2)?

The domain of a science of consciousness

What the perfect experiment demonstrates is that science necessarily relies on cognitive functions in order to investigate consciousness. Without input from subjects, input that is the product of such functions, theorists are left to define consciousness based on certain types of activation that are independent of a subject's own experience. It has been claimed that separating consciousness from other cognitive functions is required because it 'is a prerequisite for using the term [consciousness] at all' ([5], p. 500).

What does it mean to study consciousness without function? Inevitably, theories motivated by this view will define consciousness in their own way (local recurrency, microconsciousness, coalitions of neurons, etc.) and say that whenever that criterion is met, consciousness must occur. But how do we set this criterion?

For example, what reason is there to think that local recurrency is conscious experience? Could local recurrency simply be a form of unconscious processing? It cannot be based on subjective reports because these reports are the direct result of cognitive functions. When an observer says, 'But in the Sperling display I don't just see a few letters on the screen, I see all the letters,' there is no reason to believe that such an experience occurs independent of function.

The fact that the observer is reporting on this visual experience proves that the experience has been accessed by the broader cognitive system as a whole. Lamme writes, 'You cannot know whether you have a conscious experience without resorting to cognitive functions such as attention, memory or inner speech' ([5], p. 499). If this is true, then what reason is there to think this particular type of activation should be classified as correlating with conscious experience? What does it mean to have a conscious experience that you yourself do not realize you are having? In the face of such clear grounds for doubting such a conscious experience, dissociative theories need to provide a reason for claiming that these isolated types of activation involve any kind of consciousness.

The future of scientific theories of consciousness

It is clear, then, that proper scientific theories of consciousness are those that specify which functions are necessary for consciousness to arise. A true scientific theory will say how functions such as attention, working memory and decision making interact and come together to form a conscious experience. Any such theory will need to have clear and testable predictions that can in principle be verified or falsified. Most importantly, such theories will not claim that consciousness is a unique brain state that occurs independently of function; instead, the focus will be placed on the functions themselves and how they interact and come together to form consciousness.

There are several theorists who have already realized the need for functions in developing theories of consciousness. Dehaene and colleagues [16] have put forth a global neuronal workspace model that claims consciousness is defined by the orientation of top-down attention, long-distance feedback loops that extend into parietofrontal networks, and conscious reportability. Similarly, Kouider and colleagues [27] have discussed at great length how information that is in consciousness relies on a hierarchy of representational levels. Under this view, each level corresponds to different cognitive mechanisms responsible for different units of representation.

It is important to stress that both of these theories are merely the beginning, rather than the end, of the study of consciousness. There is still much work to be done in regards to how these functions and mechanisms interact. In Dehaene et al.'s theory, for example, a more thorough and specific understanding of the type of parietofrontal activation [16] and how it relates to the formation of memories and decisions is still necessary. The upshot of function-based theories is that they make claims about consciousness that can be tested and examined scientifically.

Although there are certainly those who disagree with the specifics of the theories put forth by Dehaene et al. and Kouider et al. [4–14], these are disagreements that can eventually be settled through more rigorous examination and testing. The same cannot be said of theories that maintaining that consciousness occurs independent of

---

**Box 3. Access when there is no behavioral output**

How does the relationship between access, function and consciousness apply if a person cannot move or give any type of behavioral response? Consider patients with locked-in syndrome. Patients with this condition are conscious but cannot move due to paralysis of all muscles except (usually) the eyes and eyelids. This small volitional movement is the only means by which they can communicate. Imagine, however, that even this behavior is disabled so the patient is still fully conscious but completely paralyzed: perfectly locked-in.

This is an important case for understanding the functional view: behavioral outcomes are not its defining component. People can still consciously experience the world without there ever being any behavioral result that follows from those experiences. What is important is that there are enough high-level functions engaged with that information such that the patient could volitionally act upon those experiences if he or she so desired and was not paralyzed. In this case, even though the patient cannot move, the patient can do things such as attend to what he or she is hearing or store selected bits of information in working memory. This patient being conscious is perfectly consistent with the functional account of consciousness because those functions are fully preserved.
function. As the perfect experiment illustrates, such theories inherently prevent any future avenue for scientific research.

Concluding remarks

Understanding the necessary relation between function and experience reveals that the so-called hard problem of consciousness should be reclassified. Far from being a formidable obstacle to science, it achieves its apparent hardness by being systematically outside of science, not only today’s science but any science of the future that insists on dissociating consciousness from the set of phenomena that alone could shed light on it. This is not to suggest that consciousness is a mystery that the human mind cannot comprehend [58]. It is simply that whatever mysteries and puzzles might continue to baffle us, we should not cripple our attempts at understanding by adopting a concept of consciousness that systematically blocks all avenues of further research.

The issues raised here generalize beyond the specific theories discussed [4–14]. Any theory wherein the neural correlates of conscious experience are separate from the neural correlates of cognitive function is ultimately doomed. No matter the specifics of the theory – C-fibers firing, grandmother cells, winning coalitions, microconsciousness, recurrent processing (RP) and so on – it is always possible in principle to isolate this activation. Such imagined isolation, however, actually removes the experience in question from further testing, scrutiny and verification. Although these theories might provide considerable insight into the formation of internal representations of the sensory and perceptual world, that is not enough to explain one’s personal awareness. A proper theory of consciousness cannot exclusively focus on how the brain forms and maintains representations. Such a theory must also explain in functional terms how those representations are experienced and accessed by the multiple functions constituting an observer [59]. Theories that do not acknowledge this are fundamentally incapable of explaining the full scope of consciousness.
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were critical in setting the stage for the present study, but did not strictly test automatic stereotyping. Most notably, the time between the onset of the prime and target (stimulus onset asynchrony, or SOA) in the previous studies was long enough to allow strategic processing, casting doubt about the automaticity of the process being measured. In the present experiments, we used a 300-ms SOA, a condition known to capture relatively automatic processes (Neely, 1977, 1991).

Further, Dovidio et al. (1986) required subjects to deliberately link the prime and target by asking whether the target "could ever be true" of the prime category, and Neely (1977) demonstrated that such explicit expectations do affect RT under long SOAs such as those used by Dovidio et al. (1986). Although these judgment tasks demonstrate important differences in judgment latencies for stereotyped traits following the prime black or white, these tasks do not index automatic processes that may occur outside conscious deliberation of prime-target relationships. In the present experiments, we used judgment tasks that required no attention to the relationship between prime and target. Indeed, subjects were instructed to ignore the prime word and classify the target word as a male or female pronoun (Experiment 1) or a pronoun or not a pronoun (Experiment 2).

In addition, the experiments we report differ from previous research in the number and type of stimuli that were used. Instead of the repeated presentation of two-category labels as primes (black or white, young or old), we used 150 primes signifying gender in a variety of ways, including those associated to gender by definition (e.g., mother, father, waiter, waiting) or by normative base rates (e.g., doctor, nurse, mechanic, secretary), or neutral with respect to gender (e.g., humanity, citizen, people, cousin). The larger set of primes more fully represents the social category, allows use of primes other than category labels alone, and permits a comparison of the strength of primes that denote gender and of primes that connote gender. Primes also included so-called generic masculine terms (e.g., mankind) to allow a test of whether such words automatically connote maleness or perform the more inclusive function that critics of nonsexist language assert is the case.

In the choice of target words, we departed from the almost exclusive reliance on past research on trait adjectives. In both experiments, we used pronouns because they inescapably mark gender (e.g., she, he). However, the judgment task itself differed across the two experiments in which the decision focused on gender (male or female; Experiment 1) or grammatical form (pronoun or not pronoun; Experiment 2). To date, no studies of stereotyping have used a task that does not focus attention on the category of interest (e.g., gender, race). A finding that automatic stereotyping occurs even when a gender-relevant task is used would attest to the potency of automatic gender stereotypes.

**EXPERIMENT 1**

Experiment 1 tested whether gender information in words is automatically used in judgment as assessed by faster response times when the genders of the prime and target words match (e.g., doctor-he, nurse-she) than mismatch (e.g., doctor-she, nurse-he). In addition, measures of beliefs about explicit gender stereotypes, language reform, and the influence of gender in everyday life were included to test the relationship between automatic stereotyping and more traditional explicit measures of gender stereotyping.

**Method**

**Subjects**

Sixty-eight subjects (32 female, 36 male) from the introductory psychology pool at Yale University participated in partial fulfillment of a course requirement.

**Materials and apparatus**

The experimental task was administered on IBM-PS2 microcomputers running Micro-Experimental Laboratory software (Schneider, 1990). Subjects entered judgments on protruding keys, marked "M" and "F," affixed to the f and j keys. Key position was reversed for half the subjects.

Two hundred primes were divided evenly among four categories: male related, female related, neutral with respect to gender, and nonword letter string (ZZZZZ). Within each of the first three prime categories, words were chosen to appear virtually equally from two subcategories. The first subcategory contained words associated to gender by normative base rates. These words were chosen on the basis of 1990 census data indicating occupations that were heavily skewed (over 90%) toward the participation of either females (e.g., nurse, secretary) or males (e.g., doctor, mechanic) or that had equal participation (e.g., reporter, postal clerk). In addition, several other words having strong stereotypical associations to one gender or the other were included (e.g., feminist, god). The second subcategory contained words associated to gender by definition, that is, words that expressly refer to gender (e.g., woman, man), kinship terms (e.g., mother, father), and titles (e.g., mr, mrs, king, queen). Within this subcategory, words containing male morphemes (e.g., salesman), female morphemes (e.g., salesgirl), or neutral morphemes (e.g., chairperson) were also included. Targets were the six most common pronouns in English, half male (he, him, his) and half female (she, her, hers).

Three measures were designed to assess explicit beliefs regarding gender stereotypes, language reform, and the influence of gender in peoples' lives.4

**Design and procedure**

For each trial, events occurred in the following order: First, an orientation symbol (+) appeared for 500 ms. Then the prime word appeared for 200 ms, followed by a blank screen for 100 ms. Finally, the target pronoun appeared and remained on the screen until a response was entered. Subjects made 432 judgments (not including practice and buffer trials) divided equally among the eight prime-target categories (prime: male, female, nurse-he). In addition, measures of beliefs about explicit gender stereotypes, language reform, and the influence of gender in everyday life were included to test the relationship between automatic stereotyping and more traditional explicit measures of gender stereotyping.

---

4. For a description of these measures, see Hardin and Banaji (in press).
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neutral, nonword; target: male pronoun, female pronoun) within each of three blocks of trials that were counterbalanced across subjects. Prime and target stimuli were paired randomly for each subject.

The design was a 4 (prime gender: female, male, neutral, nonword) \times 2 (target gender: female, male) mixed factorial, with subject gender the between-subjects factor. Subjects judged each pronoun as either male or female. They were instructed to ignore the primes and judge the targets as quickly and accurately as possible. Subjects then completed the three explicit measures of gender beliefs. Finally, they were probed for their awareness of the hypotheses and debriefed.

Results and Discussion

Reported results are based on correct judgments, excluding responses that were extreme outliers. Consistent with other studies employing this procedure, the error rate was low (1,117 of 29,502 judgments, or 3.8%). RT’s greater than 3 SD above the mean (>1,300 ms) were identified as outliers and excluded (208 trials, or 0.7%). In sum, 95.6% (28,193 judgments) were obtained, indicating that judgment was faster when target responses that were extreme outliers. Consistent with other studies employing this procedure, the gender relationship between primes and targets. However, consistent with the assumption that this procedure reflects relatively automatic processing, the pattern of results was identical for both aware and unaware subjects, all Fs < 1.

As shown in Figure 1, the predicted gender priming effect was obtained, indicating that judgment was faster when target gender matched than when mismatched prime gender. The omnibus Prime Gender (female, male, neutral, nonword) \times Target Gender (female, male) \times Subject Gender (female, male) three-way analysis of variance yielded the predicted Prime Gender \times Target Gender interaction, \(F(3, 198) = 72.25, p < .0001\). The specific Prime Gender \times Target Gender interaction (excluding the neutral conditions) was also reliable, \(F(1, 66) = 117.56, p < .0001\). Subjects were faster to judge male pronouns after male than female primes, \(t(67) = 11.59, p = .0001\), but faster to judge female pronouns after female than male primes, \(t(67) = 6.90, p = .0001\). In addition, subjects were faster to respond to targets preceded by male (M = 2.702) than female primes (M = 2.708), \(F(1, 66) = 7.52, p < .01\). No other reliable main effects or interactions were obtained as a function of either subject gender or target gender (Fs < 1).

The automatic gender priming effect was obtained for primes related to gender both by definition (e.g., *mother, father, man, woman*), \(F(1, 67) = 103.97, p < .0001\), and by normative base rate, \(F(1, 67) = 18.61, p < .0001\). However, as shown in Figure 2, the gender priming effect was significantly larger for primes related to gender by definition, as revealed by the three-way Prime Type (definition, normative base rate) \times Prime Gender (female, male) \times Target Gender (female, male) interaction, \(F(1, 67) = 13.67, p < .0005\).

Generic masculine terms contributed to the automatic gender priming effect. After primes containing the morpheme *man* (e.g., *fireman, mankind, human, man*), judgments were faster for male pronouns (M = 2.687) than female pronouns (M = 2.709), \(t(67) = 4.06, p < .0001\). The relationship also held under the most conservative analysis, in which terms that are sometimes used to refer only to men (e.g., *man, fireman*) were excluded. Primes considered to be generic masculine terms in virtually all contexts (e.g., *mankind, layman*) produced faster judgments for male pronouns (M = 2.689) than female pronouns (M = 2.712), \(t(67) = 2.18, p < .05\).

Finally, we examined terms that differed in no way except for the gender of their suffix (e.g., *chairman, chairwoman, chairperson*). As expected, the gender of the suffix did influence response latencies as indicated by a Prime Gender (male, female, neutral) \times Target Gender (male, female) interaction, \(F(2, 112) = 11.59, p < .0001\). Judgments were faster for male pronouns after words with male (M = 2.693) than female (M = 2.722) suffixes, \(t(67) = 3.29, p < .01\), whereas judgments were marginally faster for female pronouns after primes with female (M = 2.694) than male (M = 2.716) suffixes, \(t(67) = 1.81, p = .07\).

![Fig. 1. Mean reaction time to judge words as male or female as a function of prime gender and target gender (Experiment 1, n = 68). Bars with shared subscripts are not significantly different from each other (p > .05).](image1)

![Fig. 2. Mean reaction time to judge words as male or female as a function of prime type, prime gender, and target gender (Experiment 1, n = 68). Bars with shared subscripts are not significantly different from each other (p > .05).](image2)
In addition, judgments were faster when primes with female suffixes were followed by female pronouns ($M = 2.694$) than male pronouns ($M = 2.722$), $t(67) = 2.82, p < .01$. Interestingly, neutral —person suffixes after the identical words did not produce equivalent responses to female and male pronouns. Instead, after these primes, subjects were still faster to judge male targets ($M = 2.704$) than female targets ($M = 2.722$), $t(67) = 2.64, p < .05$.

Relations between explicit beliefs and automatic gender stereotyping were examined by computing a correlation between each of the three explicit belief measures and a gender priming score, which was calculated by subtracting log RT for gender-congruent trials from log RT for gender-incongruent trials. None of the three correlations of explicit measures with the priming score was significant (language reform: $r(67) = -.003, p = .978$; role of gender in everyday life: $r(68) = -.050, p = .686$; explicit gender stereotypes; $r(66) = .037, p = .767$). This result is consistent with other research demonstrating a lack of correspondence between explicit and implicit measures of stereotyping (Banaji & Greenwald, 1995).

In sum, Experiment 1 provided evidence for automatic gender stereotyping using a broad range of primes and using time and task parameters that reflect automatic information use. The effect occurred regardless of subjects' awareness of the prime-target relation, and independently of explicit beliefs about gender stereotypes. The effect was also obtained for both primes related to gender by definition and primes related to gender by normative base rate, although not surprisingly the effect was larger for primes related to gender by definition.

**EXPERIMENT 2**

Participants in Experiment 1 judged whether each target was male or female, thereby focusing attention on the gender of the target. This form of the judgment task is quite conventional. For example, when theoretical interest has focused on the semantic link between prime and target, the commonly used judgment task is a lexical decision (word/nonword; Neely, 1991). Likewise, when the interest is in the evaluative component of the prime and target, the task is typically a good/bad judgment (Bargh et al., 1992; Fazio et al., 1986; Greenwald, Klinger, & Liu, 1989; Perdue & Gurtman, 1990). However, stronger evidence for automaticity may be obtained if the effect is observed when the judgment task is unrelated to the dimension of the prime-target relationship. For example, Bargh, Chaiken, Raymond, and Hymes (in press) showed that the automatic evaluative effect is obtained even when the judgment involves mere pronunciation, a task unrelated to evaluation. Hence, in Experiment 2, the judgment task was a pronoun/not pronoun decision, unrelated to gender.

**Method**

**Subjects**

Sixty subjects (29 female, 31 male) from Yale University participated in exchange for $5 or in partial fulfillment of a course requirement.

5. However, we found (Hardin & Banaji, in press) no bias favoring males in a similar experiment using first names as targets.

**Materials, design, and procedure**

For this experiment, 120 of the primes used in Experiment 1, representing male (40 primes), female (40 primes), and neutral (40 primes) categories, were selected. Of the four target pronouns used, she and he allowed the comparisons of primary interest. The pronoun it was included because it is the most frequently occurring gender-neutral pronoun, and me was included for exploratory purposes to examine a possible relationship between prime gender and subject gender (cf. Markus, 1977). The four nonpronouns (is, do, as, all) were chosen to match the critical targets in length, number of syllables, and frequency (Kučera & Francis, 1967).

In all, each subject made 720 experimental judgments divided into five blocks of trials, counterbalanced across subjects. For 480 of these judgments, the correct response to the question "Is this a pronoun?" was "yes," and for 240, the correct answer was "no." Each prime was paired with (a) both critical 'yes'-response targets (i.e., she, he), (b) both noncritical 'yes'-response targets (i.e., it, me), and (c) two of the four 'no'-response targets (i.e., do, all, is, as). For each subject within each block, prime and target items were randomly associated. After completing the priming task, subjects were probed for awareness regarding the hypotheses and debriefed.

**Results and Discussion**

As before, results are based on a log transformation of the raw RT latencies for correct judgments, excluding outliers (RT $> 1.300$ ms or $> 3$ SD above the mean; 1.4% of the total). Also as in Experiment 1, the error rate was low (370 of 28,800 "yes" judgments, or 1.3%; 928 of 43,200 total judgments, or 2.1%); 97.7% (28,134) of the "yes" judgments were retained in the reported analyses. Seven of the 60 subjects revealed some knowledge of a possible gender relation between the prime and target words. Again, however, the pattern of results was identical for both aware and unaware subjects, but no statistical significance tests were conducted because of the small number of aware subjects.

As Figure 3 shows, the predicted gender priming effect was obtained, indicating that judgment was faster when target gender matched than mismatched prime gender. The omnibus 3 (prime, gender: male, female, neutral) x 4 (target gender: she, he, it, me) x 2 (subject gender: male, female) analysis of variance yielded the predicted Prime Gender x Target Gender interaction, $F(6, 336) = 3.66, p < .01$. In addition, a Subject Gender x Target Gender interaction indicated that subjects were faster to respond to targets that matched rather than mismatched their own gender, $F(3, 168) = 3.58, p < .02$.

6. A similar finding was reported by Zarate and Smith (1990). In addition, a main effect of prime gender indicated that subjects' responses were fastest following male primes and slowest following female primes, $F(2, 112) = 3.89, p < .03$. A main effect of target gender indicated that subjects were slower to respond to the target it than to she, he, and me, $F(3, 168) = 154.33, p < .0001$. 

---
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Fig. 3. Mean reaction time to judge words as pronouns or not

Fig. 4. Mean reaction time to judge words as pronouns or not

GENERAL DISCUSSION

These two experiments provide the first strict tests of a form of automatic stereotyping. Using a large number and wide range of stimuli, we demonstrated that judgments of targets that follow gender-congruent primes are made faster than judgments of targets that follow gender-incongruent primes. This effect was obtained despite subjects’ deliberate attempt to ignore the prime, regardless of whether subjects were aware or unaware of the gender relation of prime-target pairings, independently of subjects’ explicit beliefs about gender, regardless of whether the judgment was gender relevant or irrelevant, and on both words that are gender related by definition and words that are gender related by normative base rates.

The results, however, also show two moderators of the gender priming effect. First, the effect was stronger when the judgment was gender relevant (e.g., male or female pronoun?) than gender irrelevant (e.g., pronoun or not pronoun?). Further research will investigate whether this difference also obtains on other forms of gender-irrelevant tasks, such as pronunciation. Second, the gender priming effect was stronger for primes related to gender by definition (e.g., mother, father) than by normative base rate (e.g., doctor, nurse). In Experiment 1, for example, the effect size for definition primes was large (Cohen’s $d = .78$), whereas for normative-base-rate primes, the effect size was moderate ($d = .47$). This difference reflects the differential strength of the two types of primes in evoking gender. Words that are exclusively reserved to denote gender will produce stronger priming than words that connote gender (for a replication with names as targets, see Hardin & Banaji, in press).

Fig. 4. Mean reaction time to judge words as pronouns or not

<table>
<thead>
<tr>
<th>Prime Type</th>
<th>G SHE</th>
<th>H SHE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition</td>
<td>2.66</td>
<td>2.71</td>
</tr>
<tr>
<td>Male Definition</td>
<td>2.66</td>
<td>2.71</td>
</tr>
<tr>
<td>Male Normative</td>
<td>2.66</td>
<td>2.71</td>
</tr>
<tr>
<td>Female Definition</td>
<td>2.66</td>
<td>2.71</td>
</tr>
<tr>
<td>Female Normative</td>
<td>2.66</td>
<td>2.71</td>
</tr>
</tbody>
</table>

Target Gender interaction, $F(1, 56) = 3.49, p < .07$. Male subjects were faster to identify he than she regardless of prime gender. $F(1, 29) = 7.44, p = .01$, and faster to identify targets after male than female primes, $F(1, 29) = 9.21, p < .01$. In contrast, female subjects were faster to identify she than he after female primes, $t(28) = 2.81, p < .01$, and faster to identify he after male than female primes, $t(28) = 2.18, p < .05$. Females were also faster, in general, to identify she than he, $F(1, 27) = 6.70, p < .05$. 

There was also no main effect of subject’s sex, $F(1, 56) = 1.49$.

The more specific interaction of prime gender by target gender (excluding neutral primes) was also significant, indicating that subjects were faster to judge targets in gender-congruent pairs than in gender-incongruent pairs, $F(1, 56) = 4.63, p < .04$. Again, the Subject Gender x Target Gender interaction was reliable, indicating that subjects were faster to respond to the target pronouns that were consistent than inconsistent with their own social category, $F(1, 56) = 17.95, p < .001$.

However, these two two-way interactions were qualified by a three-way Subject Gender x Prime Gender x Target Gender interaction, $F(1, 56) = 4.15, p < .05$. For purposes of clarity, we describe results separately for primes related to gender by definition and primes related to gender by normative base rates. Analyses of primes related to gender by definition (e.g., mother, father, waitress, waiter) yielded the gender priming effect moderated by subject gender (Fig. 4, left panel). RT was smaller when prime gender and target gender were congruent than incongruent, as indicated by a reliable two-way interaction, $F(1, 56) = 8.70, p < .005$. Subjects were faster to identify he when primes were male than female, $t(59) = 2.44, p < .02$, but faster to identify she than he when the primes were female, $t(59) = 2.53, p < .02$. In addition, subjects were faster to identify targets that matched their own gender, as indicated by the reliable interaction between subject gender and target gender, $F(1, 56) = 7.43, p < .01$.

Analyses of primes related to gender by normative base rates (e.g., secretary, mechanic, doctor, nurse) suggest limitations to the generality of automatic gender priming under conditions in which the task does not require subjects to focus on the dimension of gender (see Fig. 4, right panel). Although reliable effects were obtained for the Subject Gender x Target Gender interaction, $F(1, 56) = 14.02, p < .0001$, and there was a main effect of prime gender, $F(1, 56) = 6.49, p = .01$, both were qualified by a marginal three-way Subject Gender x Prime Gender x

\[ d \text{Target Gender interaction}, F(1, 56) = 3.49, p < .07. \]
Sapir (1963) commented that one of the important functions of language is to repeatedly declare to society the psychological status of its members. These experiments show the automatic effects of such repeated linguistic declarations, in particular, those that convey the social psychological positions that are occupied through gender. A noteworthy aspect of the gender priming effect observed in Experiment 1 is that the effect can obtain not only when the primes denote gender (man, woman), but also when they more tacitly connote gender (mechanic, nurse). That gender-signifying information permeates thought sufficiently to influence judgment points to the fundamental nature of gender as a category in verbally communicated thought. This article is not the place to catalogue the various ways in which gender is coded in most languages, but we note that English stands out as one language that has received a quite extensive analysis of what might be called the "genitalia of language" (Baron, 1986): gender-signifying words, gender-specific pronouns, and the covert presence of gender in grammatical structure. We expect that such automatic gender priming effects are best observed in languages that provide extensive and deep coding of gender in grammar and semantics (Hardin & Banaji, 1993). Further evidence for the generality of automatic gender-stereotyping effects might be obtained by demonstrating such effects independently of language (i.e., through the use of nonverbal, pictorial stimuli that denote and connote gender). Such effects would be especially important in revealing the degree to which the present effect is a function of gendered language per se or gender stereotypes more generally.

Although research on beliefs and attitudes has usually depended on direct, verbal measures of stereotypes (see Greenwald & Banaji, 1995), response latencies may provide a more indirect measure of stereotype strength. A case for RT as a measure of attitude or evaluation has already been effectively made (see Bargh et al., 1992; Fazio et al., 1986; Perdue & Gurtman, 1990), and other investigators have used RT as an indicator of stereotypes (Dovidio et al., 1986). However, these experiments, in conjunction with others (Blair & Banaji, 1995; Hardin & Banaji, in press), demonstrate the operation of beliefs under conditions that meet currently accepted standards for measuring automatic processes. Such measures are likely to increasingly complement the more traditional measures of evaluation and belief, especially as their validity and feasibility are further established.
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