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Abstract—Recently, the performance of a minimum variance distortionless response (MVDR) beamformer has been extensively studied for the case when a true or asymptotic covariance matrix is available. In practical situations, however, we only have a finite number of snapshots of data from which the array covariance matrix can be estimated. In this paper, we analyze the finite-data performance of this beamformer with and without spatial smoothing, using first-order perturbation theory. In particular, we develop expressions for the mean values of the power gain in any direction of interest, the output power and the norm of the weight-error vector, as a function of the number of snapshots and the number of smoothing steps. We show that, in general, the smoothing, in addition to decorrelating the sources, can also alleviate the effects of finite-data perturbations.

Next, we reduce the above expressions to the case when no spatial smoothing is used. These expressions are valid for an arbitrary array and for arbitrarily correlated signals. For this case, we also develop an expression for the variance of the power gain. We simplify these expressions for a single interference case to show explicitly how the SNR, spacing of the interference from the desired signal and the correlation between them influence the beamformer performance.

Simulations are used to verify the usefulness of the theoretical expressions and the results show an excellent agreement with predicted results.

I. INTRODUCTION

In a minimum variance distortionless response (MVDR) beamformer, the array weights are chosen so as to pass the desired directional (look direction) signal without any distortion while maximally rejecting the interfering signals. The only assumption made is that the desired signal direction is known a priori.

Since the pioneering work of Capon [6], there has been much activity in the development of optimum arrays for radar, sonar, communication, etc. Sensitivity of the adaptive arrays to element errors and to those in the look direction has been extensively studied in the recent past. Zahm [7] was one of the first to note the disastrous effects of pointing errors on the performance of adaptive arrays. Cox [8] investigated the effects of mismatch in the look direction on the performance of two optimum beamformers, one based on the inversion of the noise alone cross-spectral matrix and the other based on the inversion of signal-plus-noise cross-spectral matrix. Vural [9] studied the effects of system and medium perturbations (from assumed conditions) on the performance of adaptive arrays.

Godara [10] presented an analysis of the effects of random errors in the weight vector and steering vector on the performance of two beamformers, the same as those considered by Cox.

This problem, i.e., sensitivity of the beamformer to errors of various kinds, was addressed by Hudson [11], Compton [12], and several others (see Godara [10] for more references), and more recently, by Jablon [13]. All these authors, however, do not address how the performance of the beamformer depends on the data size, i.e., the number of snapshots. The only papers (to our knowledge) which address this specific problem are those of Reed et al. [14] and Boroson [15]. Their analysis, however, assumes that the weight vector computed from one set of data operates on an independent set of data. Also, the main thrust of their analysis is directed to the case where the weight vector is estimated from the noise-alone matrix inverse, and the interferences are uncorrelated with the look-direction signal.

A factor which severely affects the performance of the MVDR beamformer even in the asymptotic case, is the correlation between the look-direction signal and the interferences. Not only does the beamformer fail to form deep nulls in the direction of the coherent interferences, but also the desired signal can be partially or fully cancelled in the output of the beamformer. This signal cancellation phenomenon in the presence of coherent interferences was recently analyzed by Reddy et al. [4] and Pauraj et al. [17]. For the case of a uniform array, however, spatial smoothing has been proposed to alleviate the problems due to correlation [18]. In [4], Reddy et al. have shown that the effective correlation between the desired-directional signal and the interfering signals decreases asymptotically with progressive smoothing thereby reducing the effects of correlation.

The analysis in [4] and [17] has been carried out for asymptotic case. In this paper, we analyze the performance of the MVDR beamformer in finite data with and
without spatial smoothing. Our analysis uses first-order perturbation theory, originally developed by Wilkinson [3] and first applied in array processing problems by Kaveh and Barabell [1]. We derive expressions for the mean values of the power gain in any direction of interest, the output power, and the norm of the weight-error vector, as a function of the number of snapshots. We reduce these expressions to the case when no spatial smoothing is used. These expressions are valid for an array of arbitrary geometry with arbitrarily correlated impinging signals. For the unsmoothed case, we also develop an expression for the variance of the power gain. To get a better insight into the finite data effects, we simplify these expressions for the single interference case. Using these simplified expressions, we then show explicitly how the SNR, spacing of the interference from the desired signal, and the correlation between them influence the beamformer performance. In our analysis, unlike the case of Reed et al. [14] and Boroson [15], the weight vector is determined from the signal-plus-noise covariance matrix and is applied to the same data from which it is estimated.

Simulations are used to verify the usefulness of the theoretical expressions and the results show an excellent agreement with predicted results.

We state the problem in Section II and derive the expressions for the mean values of power gain, output power, and weight-error vector norm in Section III. The corresponding expressions for the unsmoothed case are in Section IV and the expression for the variance of the power gain is given in Section V. In Section VI, we present the simulation results, and finally in Section VII, we conclude the paper.

II. STATEMENT OF THE PROBLEM

Consider $D$ narrow-band sources impinging on an array consisting of $m$ elements. We assume that the $D$ signals $s_1(t), s_2(t), \ldots, s_D(t)$ are zero-mean, stationary, and ergodic complex Gaussian random processes. Let

$$r^T(t) = [r_1(t), r_2(t), \ldots, r_m(t)]$$

be the sampled vector (snapshot) of array signals (the superscript $T$ denotes transpose) and

$$s^T(t) = [s_1(t), s_2(t), \ldots, s_D(t)]$$

be the vector of source signals. Then

$$r(t) = As(t) + n(t)$$

where $n(t)$ is the array noise vector, assumed to be zero-mean, stationary, and ergodic complex Gaussian random process, independent of the signals, with covariance matrix given by $\sigma_s^2 I$, where $\sigma_s^2$ is an unknown constant and $I$ is an identity matrix. $A$ is the $m$ by $D$ direction matrix

$$A = [a_1, a_2, \ldots, a_D]$$

where $a_1, a_2, \ldots, a_D$ are the direction vectors. The true or asymptotic array covariance matrix is then given by

$$R = E[r(t)r^*(t)]$$

where $(\cdot)^*$ denotes Hermitian transpose.

Let $a_i$ represent the desired signal direction (look-direction) vector. The signals received at the sensors are combined to form the array output

$$y(t) = w^* r(t)$$

where $w$, the weight vector in MVD beamformer, is determined such that the output power is minimized under the criterion that the gain in the look direction is unity. Thus

$$w = \frac{R^{-1}a_i}{a_i^*R^{-1}a_i}.$$  \hfill (2.7)

In spatial smoothing, we use a uniform linear array which is divided into $K$ subarrays, each of size $m$. The first subarray is formed from the sensors $\{1, 2, \ldots, m\}$ and the second subarray from $\{2, 3, \ldots, m + 1\}$ and so on. Let $r_i(\cdot)$ denote the vector of received signals from the $i$th subarray. Then the $i$th subarray covariance matrix is given by

$$R_i = E[r_i(t)r_i^*(t)]$$

and the smoothed array covariance matrix is defined as

$$\bar{R} = \frac{1}{K} \sum_{i=1}^{K} R_i.$$  \hfill (2.9)

We note here that subarray covariance matrices are the submatrices of the total array covariance matrix $R$ of size $M (= m + K - 1)$ by $M$. For example, $R_i$ is the $m$-by-$m$ submatrix of $R$ with $R(i, i)$ as its first element. In the spatial smoothing case, the weight vector becomes

$$\bar{w} = \frac{R^{-1}a_i}{a_i^*R^{-1}a_i}.$$  \hfill (2.10)

In the finite data case, the array covariance matrix is estimated as

$$\hat{R} = \frac{1}{L} \sum_{i=1}^{L} r(t)r^*(t)$$

where $L$ is the number of snapshots. The corresponding smoothed array covariance matrix is given by

$$\bar{\hat{R}} = \frac{1}{K} \sum_{i=1}^{K} \hat{R}_i.$$  \hfill (2.11)

Again, $\hat{R}_i$ is a submatrix of $\hat{R}$ with $\hat{R}(i, i)$ as its first element. Note that all the terms corresponding to the finite data case are denoted by $\hat{\cdot}$. We should point out here that when spatial smoothing is not used, $L$ should at least be equal to $m$, since $\hat{R}$ (cf. (2.11)) would otherwise be rank deficient. On the other hand, with spatial smoothing, the minimum number of snapshots required (for $\bar{\hat{R}}$ to attain full rank) can be traded with the number of subarrays $K$. For example, for $L = 1$, $\hat{R}$ would attain full rank if $K \geq m$.

The weight vector with spatial smoothing is given by

$$\bar{\hat{w}} = \frac{\bar{\hat{R}}^{-1}a_i}{a_i^*\bar{\hat{R}}^{-1}a_i}.$$  \hfill (2.12)
The power gain and the output power can then be expressed as
\[ G_j = \frac{\tilde{b}_j \tilde{a}_j^*}{a_j^* \tilde{R}^{-1} a_j} \]  
(2.14)
with
\[ \tilde{b}_j = \frac{a_j^* \tilde{R}^{-1} a_j}{a_j^* \tilde{R}^{-1} a_j} \]  
(2.15)
and
\[ \bar{P}_{\text{out}} = \frac{1}{a_j^* \tilde{R}^{-1} a_j} \]  
(2.16)
When we refer these quantities, i.e., gain and output power, to the asymptotic case, we drop the symbol hat. Further, when we consider the unsmoothed case, i.e., \( K = 1 \), we drop the symbol overbar.

To study the deviation of the weight vector from its asymptotic value, \( \tilde{w} \), as a function of \( L \), we define the weight-error vector norm as
\[ \frac{\| \tilde{w} - \tilde{w} \|_2^2}{\| \tilde{w} \|_2^2} \]  
(2.17)
where \( \| \cdot \| \) denotes the Euclidean norm.

The problem is to evaluate the mean values \( E[\tilde{G}_j] \), \( E[\tilde{P}_{\text{out}}] \) and \( E[\| \tilde{w} - \tilde{w} \|_2^2 / \| \tilde{w} \|_2^2] \) as a function of the number of snapshots.

III. DERIVATION OF EXPRESSIONS FOR \( E[\tilde{G}_j] \), \( E[\tilde{P}_{\text{out}}] \) AND \( E[\| \tilde{w} - \tilde{w} \|_2^2 / \| \tilde{w} \|_2^2] \)

The estimated array covariance matrix \( \tilde{R} \) can be decomposed as \([1], [3]\)
\[ \tilde{R} = R + \epsilon B \]  
(3.1)
where \( R \) is the true or asymptotic covariance matrix, \( B \) is a zero-mean random matrix, and \( \epsilon \) is a perturbation constant. Since \( \tilde{R} \) is a submatrix of \( \tilde{R} \), we can write
\[ \tilde{R} = R + \epsilon B \]  
(3.2)
where \( B_i \) is the corresponding submatrix of \( B \). It then follows that
\[ \tilde{R} = \tilde{R} + \epsilon B \]  
(3.3)
where \( \tilde{R} \) is as defined in (2.9) and \( B \) is given by
\[ \tilde{B} = \frac{1}{K} \sum_{i=1}^{K} B_i \]  
(3.4)
We can now express
\[ \tilde{R}^{-1} = (\tilde{R} + \epsilon B)^{-1} = (I - \epsilon \tilde{R}^{-1} B + \epsilon^2 (\tilde{R}^{-1} B)^2 - \epsilon^3 (\tilde{R}^{-1} B)^3 + \cdots) \tilde{R}^{-1}. \]  
(3.5)
When the number of snapshots is large, \( \epsilon \) is a small quantity and, hence, we can neglect terms of order \( \epsilon^3 \) and higher and obtain results accurate to the first order in \( L \). We thus approximate
\[ \tilde{R}^{-1} \approx (I - \epsilon \tilde{R}^{-1} B + \epsilon^2 (\tilde{R}^{-1} B)^2) \tilde{R}^{-1}. \]  
(3.6)

A. Mean Power Gain

Using (3.6) in (2.15) and dividing both the numerator and denominator by \( a_j^* \tilde{R}^{-1} a_j \), we obtain
\[ \tilde{b}_j = \frac{\tilde{b}_j - \epsilon \delta_1 + \epsilon^2 \delta_2 + \epsilon^3 \delta_3}{1 - \epsilon \delta_2 + \epsilon^2 \delta_3} \]  
(3.7)
where
\[ \delta_1 = a_j^* \tilde{R}^{-1} a_j \]
\[ q_1 = \tilde{R}^{-1} a_j \]
\[ q_j = \tilde{R}^{-1} a_j \]
\[ \delta_2 = \frac{q_j^* B q_j}{\delta_1} \]
\[ \delta_3 = \frac{q_j^* B q_j}{\delta_1} \]
\[ \delta_4 = \frac{q_j^* \tilde{R}^{-1} B q_j}{\delta_1} \]
\[ \delta_5 = \frac{q_j^* \tilde{R}^{-1} B q_j}{\delta_1} \]  
(3.8)
Note that \( \delta_2, \delta_3, \delta_4, \) and \( \delta_5 \) are scalar random quantities while \( \delta_1 \) is deterministic. Combining (3.7) with (2.14) and neglecting the terms of order \( \epsilon^3 \) and higher, we obtain the following expression for the power gain in a direction with steering vector \( a_j \):
\[ \tilde{G}_j = \frac{\tilde{g}_j \tilde{a}_j^*}{\bar{G}_j} = \frac{\tilde{G}_j - 2eJ_1 + \epsilon^2 (\delta_3 \delta_4^* + 2J_2)}{1 - 2e\delta_2 + \epsilon^2 (\delta_3^2 + 2\delta_4)} \]  
(3.9)
where
\[ J_1 = \text{Re} (\tilde{g}_j \delta_3) \]
\[ J_2 = \text{Re} (\tilde{g}_j \delta_4) \]  
(3.10)
Using the approximation
\[ (1 + y)^{-1} = 1 - y + y^2 \]  
(3.11)
for the denominator, combining the result with the numerator, and again neglecting the terms of order \( \epsilon^3 \) and higher, we get
\[ \tilde{G}_j = \tilde{G}_j + \epsilon (2G_1 \delta_2 - 2J_1) + \epsilon^2 (\delta_1^2 - 4\delta_2 J_1 + 3G_1 \delta_2^2 - 2G_1 \delta_4 + 2J_2) \]  
(3.12)
For any deterministic vectors \( \alpha_1, \alpha_2, \alpha_3, \alpha_4 \) of appropriate dimension, we have
\[ E[\alpha_i^* \tilde{B} \alpha_j] = 0 \]  
(3.13)
since \( B \) is zero mean and the matrix \( \tilde{B} \) is just a sum of submatrices of \( B \), and (as shown in Appendix A)
\[ E[\alpha_i^* \tilde{B} \alpha_j \alpha_j^* \tilde{B} \alpha_j] \]
\[ = \frac{1}{\epsilon^2 K L} \sum_{k=1}^{K} \sum_{l=1}^{L} \alpha_i^* R_{kl} \alpha_j^* R_{lm} \alpha_k \]  
(3.14)
where $R_m$ denotes the submatrix of size $m$ by $m$ of total array covariance matrix $R$ beginning at element $R(u, v)$. Note that the subarray matrix $R_s$ is the same as $R_m$. Following the approach outlined in Appendix B, we can evaluate the expectation of each term in (3.12) and obtain

$$E[\hat{G}] \approx \tilde{G} \cdot \frac{1}{K^2 L} \sum_{u=1}^{K} \sum_{v=1}^{K} [\phi_{j_1} \Phi_{j_1}^{*} - 4 \text{Re}(\Phi_{j_1}^{*} \Phi_{j_1}) + 3 \Phi_{j_1} \Phi_{j_1}^{*}]$$

$$- 2 \tilde{G} \Phi_{j_1} T_1 \delta_1 + 2 \text{Re}(\Phi_{j_1} T_1 \delta_1)] \quad (3.15)$$

where

$$\phi_{j_1} = q_j^{*} R_m q_j$$

$$T_1 = \text{tr}(\tilde{R}^{-1} R_m). \quad (3.16)$$

Since $a_j$ is arbitrary, (3.15) can be used to find the power gain in any direction and thus obtain the mean power beam pattern of the beamformer for finite data.

B. Mean Output Power

Following the approach used above, we can obtain

$$\tilde{P}_{\text{out}} \approx \frac{1}{\delta_1} \{1 + \epsilon \delta_2 + \epsilon^2 (\delta_1^2 - \delta_2)\} \quad (3.17)$$

Using (3.13) and (3.14), we can show that

$$E[\tilde{P}_{\text{out}}] \approx \tilde{P}_{\text{out}} \left\{1 + \frac{1}{K^2 L} \sum_{u=1}^{K} \sum_{v=1}^{K} (\phi_{j_1} \Phi_{j_1}^{*} - \phi_{j_1} T_1) \delta_1 \right\}. \quad (3.18)$$

C. Mean Weight-Error Vector Norm

Using the approximations (3.6) and (3.11) and the definition (2.13), we can show that

$$\frac{\|\hat{w} - \tilde{w}\|^2}{\|w\|^2} \approx \frac{\epsilon^2}{x_1} (x_1 + x_2 \delta_2 - x_2 \delta_2) \quad (3.19)$$

where

$$x_1 = q_j^{*} q_j$$

$$x_2 = 2 \text{Re}(q_j^{*} \tilde{R}^{-1} B q_j)$$

$$x_3 = q_j^{*} \tilde{R}^{-1} B \tilde{R}^{-1} \tilde{B} q_j. \quad (3.20)$$

Following the approach outlined in Appendix B, we can evaluate the expectation of each term in (3.19) and obtain

$$E\left[\frac{\|\hat{w} - \tilde{w}\|^2}{\|w\|^2}\right] \approx \frac{1}{K^2 L} \sum_{u=1}^{K} \sum_{v=1}^{K} \left(\phi_{j_1} T_2 + \frac{\phi_{j_1}^2}{x_1} - \frac{\tau}{\delta_1 x_1}\right) \quad (3.21)$$

where

$$T_2 = \text{tr}(R_m \tilde{R}^{-1} R_m)$$

$$\tau = 2 \text{Re}(\phi_{j_1} q_j^{*} \tilde{R}^{-1} R_m q_j). \quad (3.22)$$

Note that the RHS in (3.21) goes to zero as $L$ tends to infinity, which is consistent with the fact that $\hat{w}$ tends to $\tilde{w}$ asymptotically.

IV. Expressions for Unsmoothed Case

In this section, we deduce the above results to the unsmoothed case. It should, however, be noted that even though the above results were derived for the case of a uniform linear array, the following results are valid for an arbitrary array.

For the unsmoothed case, i.e., $K = 1$, we have

$$\phi_{j_1} = \delta_1$$

$$\phi_{j_1} = y_j \delta_1$$

$$\phi_{j_1} = a_j^{*} R^{-1} a_j$$

$$T_1 = m. \quad (4.1)$$

Substituting (4.1) into (3.15) gives

$$E[\hat{G}] \approx G_j \left(1 - \frac{1}{L}\right) + \frac{Q_j}{L} \quad (4.2)$$

where

$$Q_j = \frac{a_j^{*} R^{-1} a_j}{\delta_1} \quad (4.3)$$

Similarly, (3.18) reduces to

$$E[\tilde{P}_{\text{out}}] \approx P_{\text{out}} \left(1 - 1 - \frac{1}{L}\right). \quad (4.4)$$

Note from (4.4) that the mean value of the output power is within 3 dB of the asymptotic value when the number of snapshots $L$ is approximately twice the array size $m$.

The weight-error vector norm for the unsmoothed case similarly reduces to

$$E\left[\frac{\|\hat{w} - \tilde{w}\|^2}{\|w\|^2}\right] \approx \frac{1}{L} \left(\frac{\delta_1 + \text{tr}(R^{-1})}{x_1} - 1\right). \quad (4.5)$$

We now study the finite data performance of the beamformer in certain special, but pertinent, scenarios. We do this by considering a single interference.

A. Single Interference Case

For the case of a single interference, we can write

$$R = \sigma_n^2 \left(I + \frac{\sigma_n^2}{\sigma_n^2} a_1 a_1^{*} + \frac{\sigma_n^2}{\sigma_n^2} a_2 a_2^{*} + \frac{\sigma_n^2}{\sigma_n^2} \rho a_1 a_2^{*}

+ \frac{\sigma_n^2}{\sigma_n^2} \rho^* a_2 a_1^{*}\right) \quad (4.6)$$
where $\sigma_1^2, \sigma_2^2,$ and $\sigma_3^2$ are the powers of the look-directional signal, interference (jammer) and noise, respectively, $\rho$ is the coefficient of correlation between the signal and the jammer, and $a_2$ is the jammer direction vector. Applying the matrix inversion lemma repeatedly to (4.6), we can express (4.3) as

$$Q_2 = \frac{a_2^* R^{-1} a_2}{a_1^* R^{-1} a_1} = \frac{\sigma_1^2 (m^2 - |\beta|^2) + m \sigma_2^2}{\sigma_3^2 (m^2 - |\beta|^2) + m \sigma_2^2} \quad (4.7)$$

where $\beta = a_2^* a_1$. Substituting (4.7) and the expression for the gain in the interference direction (given in [4]) in (4.2), we get

$$E[\hat{G}_2] = \frac{\psi *}{\{\sigma_3^2 (m^2 - |\beta|^2) + m \sigma_2^2\}^2} \left(1 - \frac{1}{L}\right)$$

$$+ \frac{\sigma_1^2 (m^2 - |\beta|^2) + m \sigma_2^2}{\sigma_3^2 (m^2 - |\beta|^2) + m \sigma_2^2}$$

$$\psi = \sigma_1 \sigma_2 \rho^* (|\beta|^2 - m^2) + \sigma_1 \sigma_2 \beta. \quad (4.8)$$

We will now simplify (4.8) for some special scenarios.

1) **Low Noise Case** ($\sigma_3^2 \ll \sigma_1^2, \sigma_2^2$): When the noise is low enough such that $m (\sigma_1^2 / \sigma_2^2) (1 - |\beta|^2 / m^2) >> 1$ for $i = 1, 2$, (4.8) can be simplified to

$$E[\hat{G}_2] \approx \frac{\sigma_1^2}{\sigma_2^2} \left(1 - \frac{1}{L}\right). \quad (4.10)$$

Note from (4.10) that when the signals are uncorrelated ($\rho = 0$), the gain varies as $1/L$ and thus, for a 20 dB suppression of the jammer power below the signal power, we require about 100 snapshots. When signals are correlated, (4.10) shows that the degradation in the interference rejection performance due to finite data is overshadowed by that due to correlation. For example, for $\rho = 0.5$, the reduction in the jammer power goes up by a mere 0.1 dB when $L$ is increased from 100 to infinity.

We now consider the mean output power given by (4.4). Assuming once again that $m (\sigma_1^2 / \sigma_2^2) (1 - |\beta|^2 / m^2) >> 1$ for $i = 1, 2$,

$$E[\hat{P}_{out}] = \sigma_1^2 (1 - \rho^2) \left(1 - \frac{m - 1}{L}\right) \quad (4.11)$$

where we used the simplified result for $P_{out}$ from [4]. Note from (4.11) that in addition to signal cancellation due to correlation, a reduction in output power also takes place because of finite data.

2) **High Noise Power** ($\sigma_3^2 >> \sigma_1^2, \sigma_2^2$): From (4.8), we can write

$$E[\hat{G}_2] \approx \frac{|\beta|^2}{m^2} + \frac{1}{L} \left(1 - \frac{|\beta|^2}{m^2}\right). \quad (4.12)$$

Thus, there exists high enough noise such that the finite data power gain is independent of the correlation and the signal powers, and depends solely on the separation of the sources. We may point out here that this expression reduces to the result given in [4] in the asymptotic case, i.e., $L = \infty$.

3) **Jammer Close to Look Direction** ($|\beta|^2 = m^2$): When the jammer is close to the look direction, $|\beta|$ approaches $m$ and (4.8) simplifies to

$$E[\hat{G}_2] = \frac{|\beta|^2}{m^2}. \quad (4.13)$$

Thus, the power gain is independent of $L$ and the MVDR beamformer reduces to a conventional beamformer, as in the asymptotic case (see [4]).

V. **VARIANCE OF POWER GAIN IN UNSMOOTHED CASE**

In the previous section, we obtained the expression for mean power gain. But, how close this expression predicts the result in any given experiment depends on its variance, defined as

$$\text{var} (\hat{G}_2) = E[\hat{G}_2^2] - \{E[\hat{G}_2]\}^2. \quad (5.1)$$

Using the earlier approximations, i.e., neglecting the terms of order $\epsilon^3$ and above, and deriving an expression for the variance, it has been found that the result is not accurate enough. Hence, to get a better approximation, we retain terms up to $\epsilon^3$ and obtain a result accurate to second order in $L$. Thus, we use the approximations

$$\delta R^{-1} \approx \{I - \epsilon R^{-1} B + \epsilon^2 (R^{-1} B)^2$$

$$- \epsilon^3 (R^{-1} B)^3 + \epsilon^4 (R^{-1} B)^4\} R^{-1} \quad (5.2)$$

and

$$(1 + y)^{-1} = \{1 - y + y^2 - y^3 + y^4\} \quad (5.3)$$

and carry out the analysis, retaining terms up to $\epsilon^4$ at every stage. While taking expectations, in addition to identities of the type (3.13) and (3.14) for the unsmoothed case, we also use the following identities, given in [16]:

$$E[\alpha_1^* B_2 \alpha_2 + B_3 \alpha_3^* B_4 \alpha_4^* B_5]$$

$$= \frac{1}{L \epsilon^3} \{\alpha_1^* R_{\alpha_2 \alpha_2}^* R_{\alpha_3 \alpha_4} + \alpha_1^* R_{\alpha_2 \alpha_3} R_{\alpha_3 \alpha_4} + \alpha_1^* R_{\alpha_2 \alpha_4} R_{\alpha_3 \alpha_4} \} \quad (5.4)$$

and

$$E[\alpha_1^* B_2 \alpha_2 + B_3 \alpha_3^* B_4 \alpha_4^* B_5]$$

$$= \frac{1}{L \epsilon^3} \{\alpha_1^* R_{\alpha_2 \alpha_2} + R_{\alpha_3 \alpha_4} + R_{\alpha_3 \alpha_5} + R_{\alpha_4 \alpha_5} + \alpha_1^* R_{\alpha_2 \alpha_3} + R_{\alpha_3 \alpha_4} + R_{\alpha_3 \alpha_5} + R_{\alpha_4 \alpha_5} + \alpha_1^* R_{\alpha_2 \alpha_4} + R_{\alpha_3 \alpha_4} + R_{\alpha_3 \alpha_5} + R_{\alpha_4 \alpha_5} \} \quad (5.5)$$

Note here that $\alpha_1$ to $\alpha_5$ are deterministic vectors of appropriate dimension. The detailed steps involved in evaluating the terms in RHS of (5.1) are given in [5] and the
final results are as follows:

\[
E[\hat{G}_j^2] = G_j^2 + \frac{4G_j(Q_j - G_j)}{L} + \frac{G_j^2(6 - 2m) + G_jQ_j(2m - 8) + 2Q_j^2}{L^2}.
\]  

(5.6)

and

\[
E[\hat{G}_j] = G_j \left( 1 - \frac{1}{L} \right) + \frac{Q_j}{L} + \frac{G_j(5 + 3m) + Q_j(m - 1)}{L^2}.
\]  

(5.7)

The variance is then obtained by substituting (5.6) and (5.7) into (5.1) and retaining terms up to \(1/L^2\):

\[
\text{var}(\hat{G}_j) = \frac{2G_j(Q_j - G_j)}{L} + \frac{G_j^2(5 - 8m) - 8G_jQ_j + Q_j^2}{L^2}.
\]  

(5.8)

Note that the variance goes to zero as \(L\) tends to infinity implying that the estimate \(\hat{G}_j\) is consistent.

We may point out here that the first two terms in (5.7) are identical to those of (4.2) and the third term is the result due to the inclusion of \(\epsilon^3\) and \(\epsilon^4\) terms in the approximations. Clearly, (5.7) predicts more accurately than (4.2) when the number of snapshots is small.

The variance expression is quite unwieldy and does not explicitly show the magnitude of the quantity involved. Hence, it would be useful to simplify this expression for some scenarios. From (4.2), we see that the degradation due to finite data depends on the relative values of \(G_j\) and \(Q_j/L\). For the case of uncorrelated interferences that are widely spaced from the desired signal, the asymptotic gain \(G_j\) is very low and hence finite data gain is essentially controlled by \(Q_j/L\). For example, for the case of very low noise [4], \(G_j = 0\). Thus, in such cases, \(Q_j/L \gg G_j\). Using this approximation and assuming that \(L\) is much larger than \(m\), (5.7) and (5.8) can be simplified as

\[
E[\hat{G}_j] = \frac{Q_j}{L},
\]  

(5.9)

and

\[
\text{var}(\hat{G}_j) = \frac{Q_j^2}{L^2}.
\]  

(5.10)

Thus the variance is approximately equal to the square of the mean in such scenarios.

VI. SIMULATION RESULTS AND DISCUSSIONS

We conducted simulations to test the usefulness of the expressions derived in the earlier sections. In our simulations, a uniform linear array with a half wavelength interelement spacing was used, though the expressions for the unsmoothed case are valid for an arbitrary array. In all the scenarios, the desired signal was assumed to arrive from the broadside direction (0°). We generated a snapshot vector of data \(r(t)\) (cf. (2.3)) by generating a vector \(n(t)\) consisting of \(m\) zero-mean, unit variance, independent complex Gaussian random variables, and another vector \(s(t)\) consisting of two zero-mean, complex Gaussian random variables whose variances were fixed to give the desired individual signal powers. In the case of uncorrelated interference the two random variables comprising the signal vector were generated independently. In the case of correlated interference, we applied Cholesky decomposition to the 2 by 2 covariance matrix with desired correlation, and used the Cholesky factor so obtained to transform a vector of 2 uncorrelated complex Gaussian random variables to give the required signal vector. We repeated this to generate independent snapshots of data, changing the seeds randomly from snapshot to snapshot. This whole procedure was repeated to generate an independent set of snapshots in each Monte Carlo run. The simulated result was obtained by averaging over 50 Monte Carlo runs. The particulars of the number of sensors, DOA's and powers of the sources, noise power and correlation between the look-direction signal and the interference, are described in the figures.

We first considered the case with spatial smoothing, keeping the total number of elements in the array at 9. Fig. 1 shows the mean power gain \(E[\hat{G}_j]\) in the interferer direction for different number of smoothing steps. Fig. 1(a) gives the results for the case when the interference is fully correlated with the look-direction signal, while the results of Fig. 1(b) correspond to the uncorrelated case. The results show that there is an excellent agreement between the theoretical and the experimental results. In the case of fully correlated interference (Fig. 1(a)), we see that the performance improves with more number of subarrays \(K\) even at the expense of reduced subarray size \(m\) with consequent reduction in the effective aperture. This performance improvement is mainly due to the reduction in the effective correlation between the impinging signals. Note that for \(K = 6\), when sources are sufficiently decorrelated, we can observe a change in the gain with the number of snapshots. This is consistent with our earlier comments (see Section IV-A1) that when the correlation between the look-direction signal and the interference is high, the degradation in the gain due to correlation is so large that the effect of \(L\) (number of snapshots) on the gain performance is hardly noticed.

In the asymptotic case, trading for more number of subarrays at the expense of reduced effective aperture is not beneficial when the sources are uncorrelated. But in the finite data case, there is a significant improvement in the gain with increasing number of subarrays even at the expense of decreasing subarray size for any given number of snapshots (see Fig. 1(b)). For example, if we need a 40 dB suppression in the interference direction, we require about 150 snapshots with no smoothing, i.e., with
all the nine elements in one single array, while about 60 snapshots are enough when we use smoothing with 3 subarrays, with 7 elements in each subarray. If we further increase the smoothing by one more subarray (decreasing the subarray size to 6), the required number of snapshots comes down to 20. These results convey that smoothing is preferable to a single larger array, at least for the signal scenario considered here. This improvement in the performance with smoothing is because of the reduction in the finite data perturbations as also noted in [19].

The source spacing, considered in Fig. 1, is relatively large as it is about 4/3 m and 1/2 of the effective beamwidths of the subarrays corresponding to K = 1 and K = 6, respectively. To see how this tradeoff between the number of subarrays and the subarray size affects the performance in the scenarios with different source spacings, particularly in the case of uncorrelated interference, we have evaluated (3.15) for various combinations of K and m, keeping the total number of elements at 8, for different angular separations between the interference and the look-direction signal, and plotted the results in Fig. 2. As in Fig. 1, we considered two cases, one with fully correlated interference and the other with uncorrelated interference, for two different snapshot sizes (L = 20 and L = 200) in each case. For the case when the interference is fully correlated with the look-direction signal (Figs. 2(a) and (c)), we can see that the performance improves with more subarrays even at the expense of decreasing the subarray size with consequent reduction in the effective aperture. The effect is more pronounced in the case of larger angular separation of the interference (see plots 3 and 4), as was the case in Fig. 1. This is due to the fact that smoothing decorrelates faster when sources are widely separated. Note that the behavior is not affected by the number of snapshots. In the presence of uncorrelated interference, trading for more subarrays at the expense of decreasing the subarray size is still beneficial, in general, except when the angular separation between the interference and the look-direction signal is too small (Figs. 2(b) and (d)). When the sources are very close, the effective aperture becomes an important factor and hence the performance is dictated by this (see plots 1 and 2 of Fig. 2(b)). When the snapshots are more, the finite data perturbations are smaller, and hence, the aperture effect becomes more important, causing the performance to degrade for very small subarray sizes even at larger angular separation (see 3 and 4 of Fig. 2(d)). Since, in practice, we do not know whether the interference is correlated or not, the results of Fig. 2 seem to favor more smoothing at the expense of reduced subarray size.

Fig. 3 shows the finite-data behavior of the mean output power of the beamformer and the mean weight-error vector norm for the case of a fully correlated interference, for two different smoothing steps, i.e., K = 2 and K = 6. With more smoothing, the effective correlation between the desired signal and the interference comes down thereby resulting in a reduced signal cancellation. Consequently, the output power goes up, as seen in Fig. 3(b).
Recall further that progressive smoothing results in progressive reduction in the finite data perturbations, and as a result, the finite data weight vector is nearer to its asymptotic value when K is larger (see Fig. 3(a)). Because of this, the output power is closer to the asymptotic value in the case with K = 6 compared to that with K = 2 (see Fig. 3(b)).

We next considered the case with no smoothing. In this case, we first considered the effect of correlation on the finite data performance and the results are shown in Fig. 4. As in the previous cases, theoretical predictions are very close to the simulated. From the simplified expressions for the case of a single interference with low sensor noise (cf. (4.10)), it was noted that when correlation is high, the degradation due to correlation overshadows the degradation due to finite data. Fig. 4(a) shows that this is in fact generally true. For \( \rho = 0.5 \) and \( \rho = 0.9 \), the gain does not change with the number of snapshots L at all, while for \( \rho = 0.2 \) and more so for \( \rho = 0 \), the effect of L is quite pronounced. The convergence rate of the mean output power to the asymptotic value is not dependent on the correlation, as predicted by the expression (4.4).
In Section III, we had made a comment that the gain expression can be used to find the beam power pattern for finite data. In the earlier examples we had considered only the power gain in the interferer direction. Here, we plotted the finite data power beam patterns for two different snapshot sizes, $L = 20$ and 200 (see Fig. 5). The asymptotic beam power pattern is also shown for reference. We observe a good agreement between experimental and theoretical results. Further, the gain in the neighborhood of the interference direction reaches very close to the asymptotic value even at $L = 20$ (see Fig. 5), which is consistent with the result that the gain in the direction of the correlated interference changes very little with the number of snapshots. However, the improvement with higher number of snapshots is clearly seen at other directions.

Fig. 6 shows the power gain in the interferer direction as a function of the look-direction signal power for two levels of interference power, $-10$ dB and $10$ dB, with the noise level fixed at $0$ dB. The number of snapshots was fixed at $30$, i.e., $L = 30$. The plots show that the theoretical results predict quite accurately the gain performance for the whole range of signal and interference powers. Note that the asymptotic values do not change with the look-direction signal power, as predicted by (4.8) (substitute $L = \infty$ and $\rho = 0$). But for finite data, the expression (4.8) and the plots show that the gain performance degrades with increasing look-direction signal power. This is a result of signal corruption, a fact also noted by Reed et al. [14] and Boroson [15]. As in the

Fig. 4. Finite data performance curves for the case of a single correlated interference without spatial smoothing ($m = 6$, DOA's $= 0^\circ$, $10^\circ$, powers $= 0$ dB, $20$ dB, $\sigma_r^2 = 0$ dB, look direction $= 0^\circ$); for $\rho = 0.9$, theoretical "- - - - - -", simulation "* * *"; $\rho = 0.8$, theoretical "- - - - - -", simulation "O O O"; $\rho = -0.1$ dB; for $\rho = 0.3$, theoretical "- - - - - -", simulation "` ` ` ` ` `", $\rho = -21$ dB; for $\rho = 0.2$, theoretical "- - - - - -", simulation "-- -- --", $\rho = -34.1$ dB; for $\rho = 0$, theoretical "- - - - - -", simulation "+ + + + +"; $\rho = -55.6$ dB; APG = asymptotic power gain). (a) Mean power gain in the interferer direction. (b) Variance of the power gain in the interferer direction. (c) Mean weight-error vector norm. (d) Mean output power of the beamformer.

Fig. 5. Finite data power beam patterns in the presence of a single correlated interference ($m = 4$, DOA's $= 0^\circ$, $20^\circ$, powers $= 0$ dB, $20$ dB, $\sigma_r^2 = 0$ dB, $\rho = 0.4$, look-direction $= 0^\circ$; theoretical "- - - - - -", simulation "- - - - - -", asymptotic "+ + + + +").

Fig. 6. Mean power gain in the interferer direction for the case of a single uncorrelated interference as a function of look-direction signal power ($m = 4$, DOA's $= 0^\circ$, $20^\circ$, $L = 30$, $\sigma_r^2 = 0$ dB, $\rho = 0$, look direction $= 0^\circ$; plots 1 and 2 correspond to interference powers of $-10$ dB and $+10$ dB, respectively; theoretical "- - - - - -", simulation "* * *", asymptotic "+ + + + +").
asymptotic case, the null depth in the interferer direction goes up with increasing interference power.

VII. CONCLUSIONS

In this paper, we have analyzed the performance of the MVDR beamformer with and without spatial smoothing, using first-order perturbation theory. We have developed expressions for the mean power gain in any direction of interest, the mean output power and the mean weight-error vector norm as a function of the number of snapshots. While the expressions for the spatially smoothed case are valid only for an uniform linear array, those for the case with no smoothing are valid for arbitrary array. No assumptions have been made regarding the number of sources or the correlation between them. The expressions for the unsmoothed case are simplified for the two-source case to explicitly show the effect of signal powers, spacing between the desired and interfering signals and the correlation between them.

Our analysis shows that for uncorrelated sources, the performance degradation from the asymptotic value is dependent on the data size, while in the correlated case, the degradation due to finite data is overshadowed by that due to correlation. The results for the spatially smoothed case (with the total number of elements fixed) indicate that in addition to decorrelating the sources, the smoothing can also reduce the perturbation effects caused by finite data. Since in a practical scenario, it may not be known a priori whether the interferences are correlated or not, use of more smoothing at the expense of reduced effective aperture, in general, seems to be favorable. This will result in decorrelation of the sources mainly when correlated interferences are present, and reduction in finite-data perturbations when the interferences are uncorrelated. It should, however, be noted that the performance may degrade at very low subarray sizes (due to aperture effect) when the interference is very close to the look-direction signal and is uncorrelated with it.

APPENDIX A

In this Appendix, we derive the identity (3.14). We can write this as

\[
E[\alpha_1^\top \tilde{B} \alpha_3^\top \tilde{B} \alpha_4] = E \left[ \sum_{n=1}^{K} \sum_{t=1}^{K} \alpha_1(n) * \tilde{B}(n, t) \alpha_2(t) \right] \cdot \sum_{y=1}^{K} \sum_{z=1}^{K} \alpha_3(y) * \tilde{B}(y, z) \alpha_4(z) \right] \\
= \sum_{n=1}^{K} \sum_{t=1}^{K} \sum_{y=1}^{K} \sum_{z=1}^{K} \alpha_1(n) * \alpha_2(t) \cdot \alpha_3(y) * \alpha_4(z) E[\tilde{B}(n, t) \tilde{B}(y, z)].
\]  

(A.1)

We can express each element of the smoothed matrix \( \tilde{B} \) in terms of the elements of the overall matrix \( B \) as

\[
\tilde{B}(n, t) = \frac{1}{K} \sum_{u=1}^{K} B(n + u - 1, t + u - 1).
\]  

(A.2)

We can then write

\[
E[\tilde{B}(n, t) \tilde{B}(y, z)] \\
= \frac{1}{K^2} \sum_{u=1}^{K} \sum_{v=1}^{K} E[B(n + u - 1, t + u - 1) \cdot B(y + v - 1, z + v - 1)].
\]  

(A.3)

Using the results from [2], we can show that

\[
E[B(w, x) B(y, z)] = \frac{R(w, z) R(y, x)}{L e^2}.
\]  

(A.4)

Substituting (A.4) into (A.3) gives

\[
E[\tilde{B}(n, t) \tilde{B}(y, z)] \\
= \frac{1}{K^2 L e^2} \sum_{u=1}^{K} \sum_{v=1}^{K} R(n + u - 1, z + v - 1) \cdot R(y + v - 1, t + u - 1).
\]  

(A.5)

Using (A.5) in (A.1), and simplifying, we get

\[
E[\alpha_1^\top \tilde{B} \alpha_3^\top \tilde{B} \alpha_4] = \frac{1}{K^2 L e^2} \sum_{u=1}^{K} \sum_{v=1}^{K} \alpha_1^\top R_{uv} \alpha_3^\top R_{uv} \alpha_4
\]  

(A.6)

where \( R_{uv} \) is the \( m \) by \( m \) submatrix of the total array matrix \( R \) beginning at the element \( R(u, v) \).

APPENDIX B

In this Appendix, we outline the method for evaluating the expectation of the terms in (3.12) and (3.19) using the identities (3.13) and (3.14).

In view of the identity (3.13), the expectation of the terms associated with \( \epsilon \) go to zero. Now, consider a term associated with \( \epsilon^2 \), say \( \delta_4 \). From the definition of \( \delta_4 \)

\[
E[\delta_4] = E \left[ q_i^\top \bar{R}^{-1} \bar{B} q_i \right].
\]  

(B.1)

Using spectral decomposition

\[
\bar{R}^{-1} = \sum_{i=1}^{m} \frac{1}{\mu_i} \gamma_i^\top \gamma_i
\]  

(B.2)

in (B.1) and interchanging the order of expectation and summation, we get

\[
E[\delta_4] = \frac{1}{\delta_1} \sum_{i=1}^{m} \frac{1}{\mu_i} E[q_i^\top \bar{B} \gamma_i \gamma_i^\top \bar{B} q_i]
\]  

(B.3)

which, in view of (3.14), simplifies to

\[
E[\delta_4] = \frac{1}{\delta_1} \sum_{i=1}^{m} \frac{1}{\mu_i} \sum_{u=1}^{K} \sum_{v=1}^{K} q_i^\top R_{uv} q_i \gamma_i \gamma_i^\top R_{uv} \gamma_i.
\]  

(B.4)
Since $\gamma_i^* R_{ww} \gamma_i$ is a scalar, we can write
\begin{equation}
E[\delta_a] = \frac{1}{b_i K^2 L \varepsilon^2} \sum_{i=1}^{n} \sum_{u=1}^{K} \sum_{v=1}^{K} \phi_{iv}^* R_{uw} \phi_{iv} \text{tr} (\gamma_i^* R_{ww} \gamma_i)
\end{equation}

where \( \text{tr} (\cdot) \) denotes the trace operator. Now taking the summation over \( i \) inside the trace operator and using (B.2), we finally obtain
\begin{equation}
E[\delta_a] = \frac{1}{b_i K^2 L \varepsilon^2} \sum_{u=1}^{K} \sum_{v=1}^{K} \phi_{iv} T_i
\end{equation}

where
\begin{align}
\phi_{iv} &= q_i^* R_{uw} q_i, \\
T_i &= \text{tr} (R_i^{-1} R_{ww}).
\end{align}

Similarly, we can find the expectation of the other terms in (3.12) and (3.19).
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