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Abstract

This paper deals with the problem of adaptive beamforming using a uniform linear array to provide multiple-beam constraints and suppress coherent jammers simultaneously. By constructing a steering matrix with each column vector corresponding to the steering vector of a selective beam and a constraint vector with each entry equal to the gain of a selective beam, we can achieve an adaptive array beamformer with multiple-beam constraints. For coping with the performance degradation due to the presence of coherent jammers, a matrix reconstruction scheme in conjunction with an iterative algorithm is presented to alleviate the coherent jamming effect. Simulation examples for illustration and comparison are also given. © 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

In many applications, such as satellite communications [4], an antenna array must possess beamforming capability to receive more than one signal with specified gain requirements while suppressing all jammers. This purpose can be effectively achieved by using an antenna array with multiple-beam pattern [4,8]. In [8], an adaptive algorithm was proposed to find an adaptive weight close to a desired quiescent beam pattern under a unit norm constraint on the weight. However, the resulting problem to be solved is a non-linear optimization problem and, hence, solving it requires a sophisticated procedure as shown in [8]. Moreover, the existing methods for synthesizing an antenna array with multiple-beam pattern cannot deal with the situation where there exists coherence between a desired signal and the jammers.

In this paper, we present a technique for adaptive beamforming with capability of providing multiple-beam constraints (MBC) in addition to coherent jamming suppression. To satisfy the first goal, we formulate the problem as finding such an array weight vector that the array output power is minimized subject to MBC. It is shown that an analytical solution for the resulting optimization problem can be easily obtained. To achieve the second goal, a matrix reconstruction scheme in conjunction with an iterative algorithm is presented to cure the array performance deterioration due to coherent jammers. Simulation results demonstrate the effectiveness of the proposed technique.

2. Adaptive beamforming with multiple-beam constraints

In this section, we formulate the problem for adaptive beamforming with capability of receiving more than one desired signals. Consider a uniform linear array (ULA) with $M$ sensors and interelement spacing equal to $\lambda/2$, where $\lambda$ is the smallest signal wavelength of the signals with specified gain/null arrangements. Assume that $K$ narrowband and far-field signals are impinging on the array from direction angles $\theta_i$, $i = 1, 2, \ldots, K$ off broadside. The signal received at the $m$th array sensor can be expressed as

$$x_m(t) = \sum_{i=1}^{K} s_i(t) a_m(\theta_i) + n_m(t), \quad m = 1, 2, \ldots, M,$$

where $a_m(\theta_i) = \exp(j(2\pi d_m \sin \theta_i)/\lambda)$ and $d_m$ is the distance between the $m$th and the first array sensors, $s_i(t)$ is the complex waveform of the $i$th signal, and $n_m(t)$ is the spatially white noise with mean zero and variance $\sigma_n^2$ received at the $m$th array sensor. The corresponding data vector received by the array can be written as

$$x(t) = As(t) + n(t),$$

where $A = [a(\theta_1) \ a(\theta_2) \ldots a(\theta_K)]$ with the direction vector of the $i$th signal given by $a(\theta_i) = [a_1(\theta_i) \ a_2(\theta_i) \ldots a_M(\theta_i)]^T$, the signal source vector is $s(t) = [s_1(t) \ s_2(t) \ldots s_K(t)]^T$, and the noise vector is $n(t) = [n_1(t) \ n_2(t) \ldots n_M(t)]^T$. The superscript $T$ denotes transpose operation. Assume that $s(t)$ and $n(t)$ are uncorrelated. Then the ensemble correlation matrix of $x(t)$ is Toeplitz–Hermitian with size $M \times M$ and given by

$$R_x = [R_{ij}] = [R(i-j)] = E[x(t)x^H(t)]$$

$$= AA^H + \sigma_n^2 I,$$

where the superscript $H$ denotes the complex conjugate transpose. $S = E[s(t)s^H(t)]$ has rank $(K - J + 1)$, where $J$ denotes the number of coherent signals.

Consider the application in a communication system where more than one signal reception is required. Based on the Frost’s algorithm [2], we can utilize an adaptive antenna array which possesses the capability to provide selective gain/null arrangements for different signal beams while suppressing all jammers. Let the ULA uses a weight vector $w = [w_1 \ w_2 \ldots w_M]^T$ for processing the received data vector $x(t)$. Then the signal at the array output is given by $y(t) = w^H x(t)$. Assume that the selective gain/null requirements are specified by assigning a gain $c_j$ at the direction vector $a(\theta_j)$ for $j = 1, 2, \ldots, P$, where $P$ denotes the number of signals with gain/null constraint. Consequently, the problem can be formulated by the following constrained optimization problem:

$$\text{minimize} \quad E[|y(t)|^2] = w^H R_x w$$

subject to \quad $G^H w = c$, 

(4)
where \( G = [a(\theta_1) \ a(\theta_2) \ldots a(\theta_P)] \) denotes the constraint matrix and \( c = [c_1 \ c_2 \ldots c_P]^T \) the corresponding gain vector. According to the theory of Compton [1], the optimal solution, i.e., the optimal weight vector for (4) can be obtained as follows:

\[
w_0 = R_x^{-1} G (G^H R_x^{-1} G)^{-1} c.
\]  

(5)

(5)

It is shown by simulations that the proposed adaptive array beamformer with MBC demonstrates the capability of receiving multiple signals as well as suppressing incoherent jammers.

However, the effectiveness of the above proposed adaptive beamformer will be deteriorated when there exists coherence between a desired signal and jammers. This is due to the fact that the eigenstructure of the correlation matrix \( R_x \) will be destroyed because the rank of \( R_x \) is affected by the coherence between the desired signals and jammers.

3. An iterative matrix reconstruction scheme

To deal with the coherent jamming problem, it is appropriate to consider a possible manner for restoring the desired eigenstructure of \( R_x \). It is well known in the literature that the spatial smoothing (SS) algorithm developed by [6] is effective in curing the coherent problem for bearing estimation. The Toeplitz approximation approach of [3] is originally developed for bearing estimation in the coherent source environment. According to the SS algorithm, we can modify the expression of the optimal weight vector by replacing \( R_x \) in (5) with the spatial smoothed correlation matrix \( \tilde{R}_x \) which is given by \( \tilde{R}_x = (1/J) \sum_{j=1}^J R_x^j \), where \( R_x^j \) denotes the ensemble correlation matrix of the data vector received by the \( j \)-th subarray from the partition of the original array. However, the resolution capability of the array is reduced due to the effective aperture size decreases as the size of the subarrays decreases. Therefore, we resort to the following matrix reconstruction scheme without sacrificing the effective aperture size of the original array. After computing the correlation matrix \( R_x \) from (3), a reconstructed \( M \times M \) matrix is given by

\[
\hat{R}_x = [\hat{R}_{ij}] = [\hat{R}(i - j)],
\]  

(6)

where

\[
\hat{R}(m) = \frac{1}{M - m} \sum_{i=1}^{M-m} R_{ij+m}, \quad 0 \leq m < M,
\]  

\[
\hat{R}(m) = \hat{R}^*(m),
\]  

(7)

where the superscript * represents conjugate operation. Eq. (7) reveals that the resulting matrix \( \hat{R}_x \) is also Hermitian with size \( M \times M \). In fact, the reconstruction scheme is similar to the original Toeplitz approximation approach of [3].

In general, the reconstructed matrix \( \hat{R}_x \) would not have the desired eigenstructure property that its minimum eigenvalue has a multiplicity of \( M - K \) unless the array size \( M \) is infinite. Therefore, we propose an iterative algorithm to make the reconstructed matrix possess both the Toeplitz–Hermitian and the desired eigenstructure properties. First, the problem of reconstructing the desired eigenstructure from the estimated Toeplitz matrix \( \tilde{R}_x \) is solved by performing the following minimization problem:

\[
\min_{\tilde{R}_x \in S_E} |\tilde{R}_x - \hat{R}_x|,
\]  

(8)

where \( S_E \) denotes the set of matrices that their \((M - K)\) smallest eigenvalues are positive and equal. The notation \(|Q|\) used in (8) represents \(|Q| = (\sum_{i=1}^M \sum_{j=1}^M |q_{ij}|^2)^{1/2}\) with the \( M \times M \) matrix \( Q = [q_{ij}] \). The optimal solution for (8), denoted as \( \tilde{R}_{xo} \), in minimum metric distance sense is given by [7]

\[
\tilde{R}_{xo} = \sum_{k=1}^K \lambda_k e_k e_k^H + \lambda_{av} \sum_{k=K+1}^M e_k e_k^H,
\]  

(9)

where \( \lambda_1 \geq \lambda_2 \geq \cdots \lambda_M \) and \( e_m, \ m = 1,2, \ldots, M \) are the eigenvalues and the corresponding eigenvectors of \( \tilde{R}_x \), respectively, and \( \lambda_{av} \) is the average of \( \lambda_{P+1}, \lambda_{P+2}, \ldots, \lambda_M \). In practice, it is generally the case that the total number \( K \) of signal sources is unknown for adaptive beamforming. Hence, we resort to a suboptimal solution given by

\[
\tilde{R}_{xs} = \sum_{k=1}^P \lambda_k e_k e_k^H + \lambda_{av} \sum_{k=P+1}^M e_k e_k^H
\]  

(10)

for (8). Moreover, we note that the non-linear operations performed by (9) and (10) cannot guarantee to produce a Toeplitz matrix. On the other
hand, the above matrix reconstruction scheme for obtaining $\hat{R}_x$ from $R_x$ may alter the eigenstructure of a matrix. Therefore, it cannot be ensured that the reconstructed matrix $\hat{R}_{xs}$ possesses both the Toeplitz–Hermitian and the desired eigenstructure properties. However, the goal can be achieved using an iterative algorithm in which operations for obtaining $\hat{R}_x$ and $\hat{R}_{xs}$ are performed alternatively. Consequently, we summarize the proposed iterative matrix reconstruction scheme step-by-step as follows:

**Step 1.** Estimate $R_x$ from the received signals. Then let the iteration number $i = 0$ and $\hat{R}_{xs}^{(0)} = R_x$.

**Step 2.** Compute the matrix $\hat{R}_x^{(i+1)}$ from $\hat{R}_{xs}^{(i)}$ by using the operation of (6).

**Step 3.** Compute the matrix $\hat{R}_{xs}^{(i+1)}$ from $\hat{R}_x^{(i+1)}$ by using the operation of (10).

**Step 4.** If the matrix norm $|\hat{R}_{xs}^{(i+1)} - \hat{R}_x^{(i+1)}| > \varepsilon$, where $\varepsilon$ is a preset positive real number, then let $i = i + 1$ and go to **Step 2**. Otherwise, go to the next step.

**Step 5.** Use the resulting $\hat{R}_{xs}^{(i+1)}$ to replace $R_x$ in obtaining the optimal weight vector given by (5).

Finally, the proof regarding the convergence of the proposed iterative scheme is presented in the appendix.

### 4. Simulation results

In this section, several simulation examples performed on a PC with Pentium-II CPU using MATLAB programming language are presented for illustration and comparison. For all simulation examples, we use a ULA with 10 array sensors and the interelement spacing equal to the half of the minimum wavelength of the signals with specified gain/null requirements. These are three signals impinging on the array from $-30^\circ$, $0^\circ$, and $30^\circ$, respectively, off array broadside. Moreover, the first two signals are assumed to be the desired signals with gains all equal to one and the third signal is the jammer which is coherent with the first desired signal. All simulation results presented are obtained by averaging 50 independent runs with independent noise samples for each run. The value of $\varepsilon$ for terminating the iterative process is set to $10^{-6}$. In practice, the ensemble correlation matrix $R_x$ is not available. We resort to using the finite sample-size estimate $\hat{R}_x$ (or called the sample correlation matrix) to replace $R_x$ and performing the iterative scheme proposed in Section 3 on $\hat{R}_x$ instead of $R_x$ for simulations. 1200 data snapshots are used for computing the necessary sample correlation matrices related to the ensemble correlation matrices. For each example, the beam pattern shown by dash curve represents the result based on the optimal weight vector given by (5).

**Example 1.** Here, the three signals have signal-to-noise power ratio (SNR) all equal to 0 dB. The constraint vector $c$ is set to $[11]^T$. Hence, $P$ is set to 2. Fig. 1 shows the beam patterns with and without using the proposed technique. Clearly, the proposed technique can cope with the problem of coherent jamming situation. The result of using the SS algorithm instead of the proposed technique is also plotted in Fig. 1 for comparison. For performing the SS algorithm, three subarrays with 8 sensors for each are used. Although the SS algorithm is able to alleviate the effect of coherent jammers, the proposed technique shows the advantages of deeper null in the coherent jammer direction and narrower beam widths over the SS algorithm.

**Example 2.** Here, the simulations of Example 1 are repeated except that the three signals have SNR equal to 0, 10, and 20 dB, respectively. The resulting
beam patterns with and without using the proposed technique are shown in Fig. 2, while the result of using the SS algorithm is also depicted in Fig. 2. From Fig. 2, we observe again that the proposed technique outperforms the SS algorithm.

**Example 3.** In this example, we repeat the simulations of Example 1 except that the constraint vector \( \mathbf{c} \) is set to [1 1 0]'. Thus, \( P \) is equal to 3 in this case. Fig. 3 shows that the resulting beam patterns with and without using the proposed technique, and the result of using the SS algorithm. Although the two techniques provide very deep null in the coherent jammer direction, the result of using proposed technique possesses narrower beam widths and lower sidelobes than those of using the SS algorithm.

5. Conclusion

This paper has presented a technique for adaptive beamforming using a uniform linear array with multiple signal gain/null specifications in addition to jammer suppression. An iterative matrix reconstruction scheme has further been proposed to incorporate the technique for dealing with the situation of coherent jammers. The convergence property of the proposed iterative scheme has also been analyzed. Simulation results have shown that the proposed technique can effectively cure the problem of adaptive beamforming with multiple-beam constraints in the presence of coherent jammers.

Appendix A

Here, we prove the convergence of the iterative scheme proposed in Section 3. Given an arbitrary matrix as the initial point, denoted as \( \widehat{\mathbf{R}}^{0}_{x} \), the proposed iterative scheme generates a matrix sequence \( S_{R} = \{ \widehat{\mathbf{R}}^{0}_{x}, \widehat{\mathbf{R}}^{(1)}_{x}, \widehat{\mathbf{R}}^{(2)}_{x}, \ldots, \widehat{\mathbf{R}}^{(i)}_{x}, \ldots \} \) by the following recursive manner: First, obtain \( \widehat{\mathbf{R}}^{(i+1)}_{x} \) from \( \widehat{\mathbf{R}}^{(i)}_{x} \) by using the operation shown by (6). Second, obtain \( \widehat{\mathbf{R}}^{(i+1)}_{xs} \) from \( \widehat{\mathbf{R}}^{(i+1)}_{x} \) by using the operation shown by (10), for \( i = 0,1,2, \ldots \). Moreover, we observe that the operations shown by (7) and (10) are norm-reduced and constant trace operations because

\[
|\widehat{R}( - m)| \leq \frac{1}{M - m} \sum_{i=1}^{M-m} |R_{i(i+m)}|, \quad 0 \leq m < M,
\]

hence

\[
|\widehat{R}( - m)|^{2} \leq \frac{1}{M - m} \sum_{i=1}^{M-m} |R_{i(i+m)}|^{2}, \quad 0 \leq m < M,
\]
and
\[
\text{trace}[\mathbf{R}_x] = M\mathbf{R}(0) = \sum_{i=1}^{M} R_{ij} = \text{trace}[\mathbf{R}_x], \quad (A.3)
\]
and
\[
|\mathbf{R}_{xs}|^2 = \sum_{k=1}^{P} \lambda_k^2 + (M - P)\lambda_{av}^2 \leq \sum_{k=1}^{M} \lambda_k^2 = |\mathbf{R}_x|^2, \quad (A.4)
\]
and
\[
\text{trace}[\mathbf{R}_{xs}] = \sum_{k=1}^{P} \lambda_k + (M - P)\lambda_{av}
= \sum_{k=1}^{M} \lambda_k = \text{trace}[\mathbf{R}_x]. \quad (A.5)
\]
Since \(\mathbf{R}^{(i+1)}_{xs}\) is the optimal solution of (6) when \(\mathbf{R}_x = \mathbf{R}^{(i)}_{xs}\), we have
\[
|\mathbf{R}_x^{(i)} - \mathbf{R}_{xs}^{(i)}| \geq |\mathbf{R}_x^{(i+1)} - \mathbf{R}_{xs}^{(i)}|. \quad (A.6)
\]
Similarly, \(\mathbf{R}^{(i+1)}_{xs}\) is obtained by the norm-reduced operation of (10) when \(\mathbf{R}_x = \mathbf{R}^{(i+1)}_{xs}\), we have
\[
|\mathbf{R}_x^{(i+1)} - \mathbf{R}_{xs}^{(i)}| \geq |\mathbf{R}_x^{(i+1)} - \mathbf{R}_{xs}^{(i+1)}|. \quad (A.7)
\]
From (A.6) and (A.7), it follows that
\[
|\mathbf{R}_x^{(i)} - \mathbf{R}_{xs}^{(i)}| \geq |\mathbf{R}_x^{(i+1)} - \mathbf{R}_{xs}^{(i+1)}|. \quad (A.8)
\]
Next, define a real non-negative sequence \(\{d_i\}\) as
\[
d_i = |\mathbf{R}_x^{(i)} - \mathbf{R}_{xs}^{(i)}| \quad (A.9)
\]
with \(i = 1, 2, \ldots\). From (A.8) and (A.9), we note that the descending sequence \(\{d_i\}\) must converge to some non-negative constant \(c\) [5]. If \(c = 0\), then \(\mathbf{R}_x^{(i)} = \mathbf{R}_{xs}^{(i)}\) as \(i\) approaches \(\infty\). This leads to the result that the matrix sequence \(S_R\) converges. On the other hand, if \(c > 0\), then we have from (A.6)–(A.9) that
\[
|\mathbf{R}_x^{(i)} - \mathbf{R}_{xs}^{(i)}| = |\mathbf{R}_x^{(i+1)} - \mathbf{R}_{xs}^{(i)}| = |\mathbf{R}_x^{(i+1)} - \mathbf{R}_{xs}^{(i+1)}| \quad (A.10)
\]
as \(i\) approaches \(\infty\). It follows from (A.10) that \(\mathbf{R}_x^{(i)}\) and \(\mathbf{R}_x^{(i+1)}\) are the solution of (5) when \(\mathbf{R}_x = \mathbf{R}_{xs}^{(i)}\). Hence, \(\mathbf{R}_x^{(i)} = \mathbf{R}_x^{(i+1)}\) since the solution for the minimization problem of (5) is unique. Therefore, the

matrix subsequence \(\{\mathbf{R}_x^{(i)}\}\) converges. Similarly, the matrix subsequence \(\{\mathbf{R}_{xs}^{(i)}\}\) also converges because \(\mathbf{R}_{xs}^{(i)}\) is obtained from (10) when \(\mathbf{R}_x = \mathbf{R}_x^{(i)}\) and, hence, \(\mathbf{R}_x^{(i)} = \mathbf{R}_x^{(i+1)}\). As a result, we would expect that the two subsequences converge to two different matrices since \(c > 0\). Moreover, based on the facts that \(\mathbf{R}_x^{(i)} \neq \mathbf{R}_x^{(i+1)}\) and both the operations for obtaining \(\mathbf{R}_x\) and \(\mathbf{R}_{xs}\) are norm-reduced operations, we have
\[
|\mathbf{R}_x^{(i)}| > |\mathbf{R}_x^{(i+1)}|, \quad \text{and} \quad |\mathbf{R}_{xs}^{(i)}| > |\mathbf{R}_{xs}^{(i+1)}|. \quad (A.11)
\]
This leads to the result that \(|\mathbf{R}_x^{(i)}| > |\mathbf{R}_{xs}^{(i+1)}|\). However, this contradicts the results \(\mathbf{R}_x = \mathbf{R}_{xs}^{(i+1)}\) obtained from (A.10). Consequently, \(c\) must be zero. Both the operations for obtaining \(\mathbf{R}_x\) and \(\mathbf{R}_{xs}\) are also constant trace operations, we can thus find that \(|\mathbf{R}_x| > 0\) for any \(\mathbf{R}_x \in S_R\). Therefore, the proposed iterative matrix reconstruction scheme will not converge to the trivial solution, i.e., the null matrix. This completes the necessary proof.
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