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Abstract

As the complexity of hardware (HW) and embedded system design is constantly increasing, the researchers are seeking to develop new more abstract and productive design methods or adapt the existing ones from other domains such as software design. This paper addresses the problem of using the object-oriented (OO) design techniques in HW domain. The main OO design techniques are as follows: abstraction, separation of concerns, composition and generalization. The application of the OO design paradigm has many aspects: high-level specification of HW models using OO formal notations such as Petri Nets and UML diagrams, HW description using OO HW description languages such as VHDL extensions and SystemC, HW design using OO HW architectures, platforms and design patterns. In this paper, we present a comprehensive overview of the application of the OO design paradigm in HW and embedded system design domains and formulate its main principles, discuss the current achievements in the area, and outline the future trends.
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1 Introduction

The usage of high-level models for specifying complex domain systems is a long-standing engineering tradition. Modeling helps to focus on the most important aspects of the design problem, to communicate design ideas across the design group, as well as to validate the designed system and evaluate its characteristics before it is actually implemented. Thus, the development of high-level models based on a well-proven design methodology rather than design of the specific components (systems) for specific applications is becoming the primary concern of the designers.

Hardware (HW) domain is a particularly complex one. Modern chips can contain up to 25M gates and may require 6-8 months to design [1]. The entire Systems-on-Chip (SoC) with multiple microprocessors, memory with embedded software (SW) and application-specific circuitry can be implemented on a single chip now. In fact, semiconductor technology currently allows much more complex systems than HW designers can actually design. The complexity of SoC in terms of logic transistors that can be integrated on a chip is increasing at the rate of 58% per year (Moore's law). However, the design productivity is increasing at the rate of 21% per year only. This fact is known in the EDA community as design productivity gap [2].

Most of current research efforts in the domain are directed at bridging this gap as well as raising the level of abstraction in design and unifying the HW and embedded SW design methodologies [3]. The researchers have to reconsider the existing HW modeling and design methodologies as well as to develop or adopt the new ones that can provide higher productivity and shorten time-to-market.

This paper analyzes the application of the object-oriented (OO) design (OOD) paradigm for HW design. Note that we use the term ‘design’ as the HW community understands it, i.e., the development of HW models, components and systems. Though
OOD of HW is not a new issue, and was discussed before [4-13], recently it has received an increased attention from researchers and designers. This interest is motivated by the fact that the introduction of the OOD methodology allowed to raise the level of abstraction and brought major productivity increase in SW design [14], and is broadly expected to do the same in HW and embedded system design domains.

HW designers can increase flexibility and reusability of the modeled systems or their components by using the OOD techniques. The OOD techniques tend to increase the reuse of components, which results in higher-quality programs and faster system development. Since nowadays HW design is becoming more and more a programming activity similar to SW development, the application of the OOD techniques can be considered as a way to cope with these challenges.

The OOD paradigm assumes that systems are modeled using a set of classes and relationships between them. A class encapsulates the data and the operations applicable to the data. An instance of a class is an object. The system consists of the communicating objects.

A HW component can be perceived as an individual class with characteristics and operations, and decomposition of a system into objects is better defined and more explicit in HW than in SW. However, the application of the OOD methods in HW design domain so far had only a mixed success. Some concepts such as system decomposition into modules and information encapsulation and hiding were successful adopted, whereas others (e.g., inheritance) were not so popular. The primary reason for this was the lack of the adequate abstractions (languages, metamodels) for expressing the OOD concepts in HW domain. Only recently, there has been a renewed interest in the application of OOD methods for HW design fueled by the arrival of SystemC [15] and adoption of UML [16] for embedded system design [17-22].
The aim of this paper is as follows: (1) To present an extensive survey of the application of the OOD methods and techniques in HW design, including the OO HW architectures, high-level specification methods, and OO HW description languages (HDLs). (2) To discuss the application of design patterns for HW design. (3) To formulate the main principles of the OOD for HW design domain. (4) To summarize the current achievements in the area and outline future trends.

Our recent contributions to the area of the OO HW design are presented too, including the high-level specification of HW models using UML class diagrams and the UML-VHDL metamodell for the automatic generation of VHDL components from the UML class diagrams.

The structure of the paper is as follows. Section 2 analyzes the application of the OOD techniques in HW design. Section 3 considers the application of design patterns for HW and embedded system design. Section 4 presents the main principles of the OOD paradigm adapted for HW domain. Section 5 illustrates the analyzed concepts in a case study. Section 6 evaluates and discusses current achievements in the domain. Finally, Section 7 presents the conclusions and outlines future trends.

2 Analysis of Approaches for Object-Oriented Hardware Design

2.1 Object-oriented hardware description languages

2.1.1 Extensions of VHDL

Here we consider the approaches that extend an existing HW description language (HDL) for OO HW design, only. A vast majority of these approaches use VHDL as a base language. The reasons why VHDL is so often selected by the researchers to include support for the OOD concepts are as follows: (1) VHDL is an industry-wide standard for HW design [23]. (2) The language already has an adequate
basis mechanism to separate the component interface from its implementation using entity and architecture constructs. (3) There are some similarities between VHDL structural descriptions and objects [24].

The problem is what abstractions should be used to extend VHDL in order to support the principles of OOD, and how to solve the related problems of modeling and synthesis. Basically, there are two approaches for introducing the OOD concepts into the domain by extending the component abstraction of VHDL or the type system as follows: the entity-based and type-based ones.

The entity-based approaches consider a VHDL entity as an abstraction of a HW object. The entity is extended with an additional interface for methods or a new class construct based on the entity is introduced. The entity declaration is treated as a class definition, which specifies the interface of the HW object. The architecture is treated as an implementation of the interface, expressed in terms of concurrent statements, processes and component instances. A new design entity can be defined by inheriting the interface and implementation from a parent entity. The new interface can be augmented with additional generic constants and ports, and the new architecture can be extended with additional declarations, processes and component instances.

Thus, the entity-based approaches allow structural inheritance and can be used for writing an initial OO specification of HW and reusing parts of old specifications. The OO specification can be simulated at a high level of abstraction, but its refinement (synthesis) to the lower levels of abstraction is complicated. The examples of the application of the entity-based approach are OO-VHDL [25], VHDL_OBJ [26], VHDL++ [27], and LaMI proposal [28].

The type-based approaches provide object-orientation based on an extension of the language type system by a class type. Basically, such a class type is an abstract
data type. It encapsulates its structure and models its behavior using procedures. Whereas the entity-based approaches focus on the hierarchical decomposition based on the functional units, the type-based approaches use the data-oriented decomposition. Various proposals differ with respect to their class concepts, the way classes can be instantiated, and the details of the inheritance mechanism and polymorphism.

Compared to the entity-based approach, the type-based approach is closer to the HW domain, because it allows a more simple translation into the HW-oriented data representations. Thus, the synthesis is simpler. However, HW components cannot be described using the types alone and should include functional units, too. The examples of the application of the type-based approach are Objective VHDL [29], SUAVE [30]. A more extensive survey of the languages that extend VHDL with the OO features can also be found in [31-33].

2.1.2 SystemVerilog

SystemVerilog [34] is a rich set of extensions to the IEEE 1364 Verilog-2001 HDL. One of these extensions adds the OO abstractions (classes) that are similar to C++. A class can contain data declarations (properties), tasks and functions for operating on the data (methods). The properties and methods together define the contents and capabilities of an object. Classes can have inheritance and public or private protection, as in C++. Objects can be dynamically created, deleted and assigned values. SystemVerilog classes are dynamic by nature and can be used for verification routines, highly abstract system-level modeling and test-bench modeling. Because of the dynamic nature of classes, they are not synthesizable.

These OO extensions address two major issues of the HDL based design. First, the object-orientation allows modeling very large designs with concise, accurate and
intuitive code. Second, high-level OO test programs allow to efficiently and effectively verify large designs. SystemVerilog achieves the improved specification of a design by allowing the related domain functionality to be described as a single object. It allows a single designer to be responsible for the specification and development of an object, rather than spreading that design knowledge diffusely throughout a system, which can aggravate design reuse and maintenance.

2.2 Adaptation of an existing object-oriented language to HW design

Another trend in adopting the OOD concepts to HW design domain is based on using the existing OO programming language adopted from the SW design domain. Though approaches based on other OO programming languages such as Java exist (e.g., JavaSynth [35]), the main trend is focused on the adaptation of C++ (currently a de facto standard SW development language) for HW modeling and design.

Originally intended for SW design, C++ has no support required for accurately dealing with HW models. The problem is how to adapt C++ for HW design and to solve the synthesizability issue. C++ provides only two levels of abstraction: algorithmic and object, whereas HW specification has four levels: algorithmic, modular, cycle-accurate, and Register-Transfer Level (RTL) [36]. The algorithmic level specifies only the behavior of the system, with no specific implementation detail. At the modular level, the system is partitioned into components that communicate through a clearly (although not necessarily completely) specified protocol. Cycle accuracy introduces the notion of a clock and a time at which events occur. RTL specifies the implementation of the events without relying on a particular implementation technology.

Each level of abstraction requires the corresponding language support. Given that C++ is used to describe SW algorithms, the algorithmic level requires almost no
extensions (except of a precisely sized HW-oriented data type). The object level of
C++ can be used to describe the modular level of HW. The other levels of abstraction
are not present in C++, and thus require introduction when designed for HW. Accord-
ing to [37], there are two approaches for building this type of HW support:

(1) The syntax extension approach is based on adding keywords to the C/C++
language, in order to support HW description at a high level as a basis for synthesis
(e.g., HardwareC [38], Matisse [39], SpecC [40]), and requires the development of
separate compilers, simulators, and synthesis tools to manipulate with new syntax.

(2) The class libraries approach is based on using class libraries that model the
HW parts of the embedded system. This approach allows reusing the existing lan-
guage development framework. As such, this is the most popular approach in the
EDA community, now. Below, we analyze two HDLs based on the extension of C++
with class libraries for modeling HW: SystemC and SystemC-Plus.

SystemC [15, 41, 42] is a C++ class library and a methodology that allows to
model embedded systems, including both HW and SW. Despite the fact that SystemC
is build on top of C++, currently it does not encourage the usage of the OOD tech-
niques for HW synthesis [43, 44].

The important features of SystemC are briefly discussed below. A synthesiz-
able HW model described in SystemC looks very similar to an equivalent VHDL
model with only few syntactic differences. The basic block of a SystemC program is a
module. A module is similar to the entity in VHDL. It is an abstract representation of
a functional unit, without specifying any implementation details. Each module has a
set of ports through which it interacts with the outside world. The ports can be input,
output, or input/output ones. Individual modules communicate with one another
through signals that connect the ports of the modules. The code that implements the
algorithm of a module is encapsulated in one or more *processes*. All processes are executed concurrently, therefore a SystemC module class has in fact only one method.

Fig. 1 presents two simple SystemC modules and demonstrates the application of encapsulation, separation of data and methods, and inheritance. Fig. 1, a) shows the And gate, and Fig. 1, b) shows a derived class Half_adder that inherits the ports $X_1$, $X_2$, $Y$ and the method `process1()` from the And_gate.

```
SC_MODULE (And_gate) {
public:
  sc_in<sc_bit>  X1, X2;
  sc_out<sc_bit> Y;

  void process1() {
    Y = X1 && X2;  // and
  }

  SC_CTOR(And_gate) {
    SC_METHOD(process1);
    sensitive << X1 << X2;
  }
};

class Half_adder: public And_gate {
public:
  sc_out<sc_bit> Z;

  SC_HAS_PROCESS(Half_adder);
  void process2() {
    Y = X1 ^ X2;  // xor
  }

  Half_adder(const sc_module_name& name):
    And_gate(name) {
    SC_METHOD(process2);
    sensitive << X1 << X2;
  }
};
```

Fig. 1. SystemC description of And gate (a) and Half adder (b).

Unfortunately, the OOD paradigm cannot really be applied for HW design using SystemC [45]. Only encapsulation is fully supported by the SystemC module. Commonality can be expressed using abstract classes such as interfaces, and variation can be implemented using multiple inheritance. Inheritance of other SystemC modules is not supported for synthesis as well as polymorphism. Basically, SystemC partially supports the OO HW modeling, but not the OO HW design, because the commercially available synthesis tools for SystemC currently cannot handle the OO specifications. Thus, the designer has to manually rewrite the source code of external objects and translate certain high-level constructs like threads and FIFOs. However, the are efforts to extend SystemC as well, in order to provide more support for synthesizability of the OO specifications, such as SystemC-Plus [46].
SystemC-Plus is the OOD methodology based on SystemC that allows the usage of objects for HW modeling and synthesis. SystemC libraries are augmented with an additional class library and coding styles giving the ability for the designer to use the OO techniques (such as polymorphism) for HW modeling without losing the possibility of synthesizing these models. The extensions to common SystemC were necessary to avoid the usage of the non-synthesizable language constructs and to reflect some features of the HW model in high-level simulation.

SystemC-Plus supports the following OOD concepts: data encapsulation, inheritance, method-based communication, polymorphism, and classes. SystemC-Plus supports the synthesis of the following OO principles that are present in C++: class member functions, constructors, objects and arrays as data members, and inheritance from class templates, multiple inheritance and virtual base classes. Polymorphic objects and dynamic dispatching of virtual functions can be synthesized, too.

2.3 Object-Oriented HW architectures

The implementation of the OO HW model is another subject of research. Every high-level HW specification eventually must be mapped into low-level (RTL) implementation (gates and wires). The problem is what HW architecture should be selected for an application, how it must be specified and implemented. Basically, there can be three approaches for implementing HW architectures in terms of OOD:

(1) The *behavioral* model understands an object as an encapsulated data packet transported via wires (see Fig. 2) [35]. The objects are not treated as components, but rather as connections between components, which are themselves represented by the methods. A method corresponds to a HW component that processes the data packets and returns the result. The object's state ($Q$, $Q^+$) is treated equally with
other method's parameters that are supplied as inputs (I) and outputs (O) to the HW component. A return value of the method becomes an output of the component. This model supports encapsulation of the data and its separation from functionality.

![Behavioral model of an object.](image)

**Fig. 2. Behavioral model of an object.**

(2) The *structural* model represents *physical components* such as VHDL entities as objects (see Fig. 3) [24]. The object is a HW component that receives information about a method to be executed via wires. The objects communicate with one another via method calls, thus the methods are interpreted as ports/connections. Inheritance is supported by deriving a child entity from a parent entity with the addition of new methods. Encapsulation is supported by an additional interface to allow for the invocation of methods. Polymorphism is supported by dynamically activating different design entities during run-time.

![Structural model of an object.](image)

**Fig. 3. Structural model of an object.**

(3) The *FSM-based* model represents each object as a FSM (see Fig. 4) [33]. The target architecture has a memory element for storing a state, state transition and output logic, and a feedback of the next state into the state memory. A method corresponds to a HW component that implements the functionality described by the methods. The object's state and the method's parameters are both inputs and outputs of the
HW component since they may be read and modified. Some bits in the object storage can be used to show its class membership (i.e., type). Adding new methods to the entity and extending the object’s state support inheritance. Polymorphism is achieved using a \textit{switch-case} construct (implemented as a \textit{mux}) to test the object's type at runtime and call the appropriate method. Message exchange between objects is also supported via a network of channels.

![Fig. 4. FSM-based model of an object (according to [33]).](image)

Here, SELECT\_METHOD is a method identifier, IN\_PARAMS are the inputs to the object's methods, OUT\_PARAMS are the outputs, DONE signals the end of a method's execution, CHANNELS are used to connect the object with other objects for message exchange, a memory element stores the object's state, CLK is a clock signal and RESET is a reset signal.

We summarize these three interpretations of objects in HW architectures as follows. The behavioral model is the simplest one: it allows encapsulation only. The structural model allows stateless static objects with inheritance. The FSM-based model allows static objects with support for inheritance, message passing and polymorphism. Dynamic objects cannot be implemented in HW directly, however, they can be emulated when HW objects are combined with SW objects in a shared memory. This approach is used in HW platforms considered in the next Section.
2.4 Object-Oriented Hardware Platforms

The OOD principles can also be applied for platform-based design [47] of embedded systems. In this case, platforms are modeled using a set of classes and relationships between them. We analyze the OO-ASIP and Enodia platforms below.

2.4.1 OO-ASIP platform

In the OO-ASIP [48] platform (see Fig. 5), the invocation of object's methods is used as an instruction to be executed on a processor specifying the object and additional arguments as instruction operands. This view results in identifying public methods of the class library as the instruction set of a corresponding processor. An OO-ASIP is a processor with its instruction set defined by selected methods of a “HW class library”, and with support for dynamic dispatch of virtual methods to both HW and SW. An embedded application is modeled using the “HW class library” and compiled to the instructions of the corresponding OO-ASIP. “HW class library” can incrementally evolve to model new applications, and thus ensures reuse in future applications. Such a processor is able to execute any program comprised of objects of that class hierarchy, i.e. all applications can be modeled with that HW class library.

![Fig. 5. Architecture of the OO-ASIP platform [45]](image-url)
The system designed on the OO-ASIP platform works as follows. The Method Invocation Unit (MIU) reads method invocation commands from instruction memory and designates a method (opcode) and the called object (operand(s)). Based on the class membership of the called object, the MIU invokes the corresponding Functional Unit (FU), which implements the HW method, or dispatches a method call to the SW method. To access data of the object, the FU communicates with the Object Management Unit (OMU), which performs the memory transactions.

2.4.2 Enodia platform

Enodia [49] is an OO multi-processor platform, which uses a network structure to dispatch messages among processing elements (see Fig. 6). The Enodia platform uses firmware to dynamically resolve virtual methods to the appropriate processing elements, and provides a uniform environment for implementing a combined HW/SW OO system.

The fundamental features of the Enodia platform are as follows. Objects have a state that is stored either in the shared or private memory, and can only be changed by invoking a method on the object. For the object's state in a shared memory, all methods associated with a given object class have a uniform view of the object's state regardless of the implementation. Thus methods may be relocated transparently between SW and HW resources, while preserving encapsulation. Methods can be physically distributed across the system, therefore, any method can be implemented in SW, HW or FPGA. The platform uses a separate network to call methods and return the results. It also can support polymorphism by dynamically selecting the message destination for a given method call, based on the subclass of the called object.
Both analyzed platforms implement the basic concepts of OOD such as encapsulation, inheritance, polymorphism and message passing. The differences between the OO-ASIP and Enodia platforms are as follows: (1) OO-ASIP implements objects as instruction-set processors, whereas Enodia can implement objects either in HW or in SW. (2) OO-ASIP represents the method invocation on an object as the instruction execution on a processor, whereas Enodia uses a network structure to dispatch messages among the processing elements. (3) OO-ASIP implements only "HW objects", whereas Enodia allows HW as well as SW objects, which are treated equally and interchangeably regardless of their implementation.

2.5 HW specification using high-level formal notations

The OOD principles also can be introduced into HW domain using a formal notation of Petri Nets (PN) [50]. PN allow modeling concurrent behavior together
with the data that it manipulates. In a high level PN, the data is modeled as tokens residing on places. There have been several attempts to combine the structuring techniques of OOD with PN [51-55]. These approaches introduce classes that encapsulate token data, and functions that are executed within transitions. Currently, most existing OO PN approaches only consider the token data to be OO. However, in LOOPN++ [56], not only the token data is OO, but also the PN itself. Every element of an OO PN is an object and can be used in every context. Thus, the token data are objects that may also contain a PN, allowing very complex multi-level systems to be modeled.

The introduction of the OOD concepts into PN notation allows developing components that encapsulate behavior and state, and supports abstraction, refinement, encapsulation, and reuse. HW components are described using classes that provide mechanisms for configuration and reuse. A system is a composition of communicating components at every level of abstraction. During system design, classes are defined, refined, reused and configured. Abstraction and refinement by substituting less refined components with components containing an increased amount of detail allow complex systems to be modeled and successively refined towards an implementation.

Another approach [57] aims at combining PN with UML. The authors use the PN-based behavioral specifications based on shobi-PN v1.0 metamodel [58], instead of the UML state and activity diagrams to support the design of complex embedded systems. The metamodel presents the usual characteristics of the traditional synchronous and interpreted PN metamodel, but adds new mechanisms for supporting OO modeling and hierarchical constructs. The tokens represent objects that model the data path resources. The instance variables represent the information that is processed on the data path. The methods are the interface between the control unit and the data path. Each token models a structure of the data path. A node (a transition or a place)
invokes the tokens’ methods, when the tokens arrive at that node. Each arc is associated with one or more colors, which indicate the types of objects that are allowed to pass through that arc. Hierarchy can be introduced by aggregation (composition) of several objects inside one single token (a *macrotoken*) or by using the inheritance of methods and data structures.

Concurrent Object Nets (ON) [59] is a similar approach that provides a graphical semantics for classes and objects and their interaction. An ON class is a kind of graphical template for the creation of ON instances with certain interface and behavior. The interface of an ON class consists of a set of ports. Message links connect ports of different ON instances with each other. ON instances communicate via these message links (asynchronous or synchronous) by sending simple control messages or messages with user defined data structure.

### 2.6 Application of the OO Techniques for HW/SW Co-design

The HW/SW co-design focuses on defining both the HW and SW parts of an embedded system so that the given constraints are satisfied at minimal cost. The main topics are co-synthesis, partitioning and co-simulation. The development and modeling of both HW and SW requires raising the level of abstraction and using a unified design methodology. The OO specifications are especially well-suited for the HW/SW co-design because they provide a wealth of structuring information about the design from fine-grained methods to coarse-grained objects [12].

In the last years, co-synthesis and co-simulation from the system specifications described in the OO languages such as SystemC [15] and Java [35] has become possible. They allow producing executable specifications that can be easily and efficiently
simulated. Currently, the main stream of research in HW/SW co-design focuses on the application of the OOD paradigm for *partitioning* (e.g., [60-63]).

The main advantage of having an OO system model is that it allows late binding of the components for HW/SW partitioning, because the SW models can be readily substituted with HW models and *vice versa* [61]. The OO specification of a system is an important aid to automatic partitioning, because it naturally describes a system at two levels of granularity. At the system-level, the system architecture is described as a network of objects that send messages between themselves to implement tasks. At the object-level, each object is described as a collection of data variables and methods that operate on the object's data. Thus the OOD paradigm allows easy partitioning of a system into objects that could be implemented in HW or SW, as well as partitioning of objects into code and data. This gives a great opportunity for optimization and design space exploration.

The co-synthesis of the OO specifications on the *algorithmic level* is almost a standard today. But in order to raise the level of abstraction further, the partitioning at the *system-level* of abstraction is required. The OOD techniques allow implementing such a partitioning scheme [62]. It gives the designer the ability to control the partitioning process while not unnecessarily increasing the complexity. The designer can make partitioning decisions just by changing the inheritance of classes.

The HW/SW co-design promotes the cross fertilization between the HW and the SW domains, allows the unification of design efforts for system-level modeling, the application of the OOD principles to HW and embedded system design and the use of executable specifications for evaluating system requirements in its initial developments steps [63].
2.7 High-level hardware and embedded system specification using UML

UML (Unified Modeling Language) [16] is a standard language that is used to design, visualize, construct, model and document SW systems. UML graphical diagrams (class, object, state, etc.) provide support for the OOD paradigm at a high level of abstraction. The application of UML for HW design is usually focused on embedded system design [17-22]. Though integrated circuits can be modeled, too [64]. Recently, UML also was adopted for platform-based design [65].

A HW design can be specified in UML using three types of diagrams as follows. (1) *Class diagrams*, where behavior and data are encapsulated and structured into classes that have relationships with each other in order to implement the system functionality through interactions. (2) *Object diagrams*, where objects are instantiated from classes to implement system entities. (3) *State diagrams*, where system behavior is described in terms of a FSM. The latter, strictly speaking, is not OO.

To refine a high-level UML specification of a system (platform) into a low-level implementation (platform instance), we must define a *mapping* between the OOD concepts expressed using a subset of UML and the HDL abstractions (here we are specifically interested in VHDL). The target HDL can be either OO or not an OO one. However, in both cases, the design methodology must provide (1) a *mapping* between UML subset used to model HW and the HDL abstractions, and (2) a set of *translation rules* (and an automatic translation program, if possible) between an UML-based specification of HW and an HDL-based specification.

A mapping is usually described semi-formally using an UML *metamodel* [66] that describes the syntax of the UML diagrams using a small subset of UML. We have developed the UML-VHDL metamodel [67] consists of a class diagram, where classes describe the syntactic components of the used UML diagram and their seman-
tic meaning. Such metamodel provides a homomorphic mapping between UML and VHDL. Once the mapping between UML and VHDL has been defined, rules that describe the translation process between UML and VHDL can be formulated.

The aim of the translation rules is to describe how an instance of the UML metamodel (i.e., any UML model described using a subset of UML defined in the metamodel) can be transformed into an instance of a target model (i.e., a concrete VHDL specification that describes the implementation of a HW model specified using UML). Each translation-based approach usually defines its own set of rules for transformations of a metamodel. These rules can be implemented manually by a HW designer, or automatically using a dedicated translation tool.

Below, we compare two translation-based approaches: McUmber and Cheng's approach [68] focuses on HW specification using UML state diagrams, and our approach [67] focuses on the formalization of the high-level HW design processes and HW specification using UML class diagrams.

McUmber and Cheng [68] present a framework for generating VHDL specifications from a subset of UML, and a set of rules to map UML class and state diagrams to VHDL. The metamodel that describes a mapping between UML state diagrams and VHDL is briefly described below.

Each class is represented as a VHDL entity and architecture pair. Associations between classes are represented in VHDL with signals. The class instance variables are represented with the VHDL shared variables declared in the entity declarations. An UML simple state is represented in VHDL as a process. Processes representing states all have a similar structure: an initial wait statement waits until the state signal contains the name of the state. At that point, the process is activated and can perform the actions required by the state diagram.
The events and messages exchanged between objects and states are carried by signal declarations on the entity port declaration. State transitions are represented as signal assignments within processes. All events within the state diagram are represented as signals that assume a momentary value. All transitions are mapped to a loop construct that contains wait and if statements waiting for transition events.

The composite states are mapped to the entity-architecture pairs. The entity port description contains all the signals from its instantiating state as well as other special signals required for messages between states. The concurrent state components are mapped to concurrent composite states requiring the “thread of control” to be split between the concurrent states.

In [67], we have proposed a framework for adapting the OOD principles and, specifically, for applying the design patterns for HW design. The framework includes the generation of VHDL programs from UML class diagrams as well as a set of mapping rules that enable the generation. The simplified UML-VHDL metamodel (see Fig. 7) that describes the mapping between the UML concepts (only class diagrams are considered) and VHDL abstractions (in braces) is explained below.

The elements of UML class diagrams are classifiers, relationships and features. The classifiers are interfaces and classes that describe basic design blocks of a HW model. The relationships (Fig. 7, a) describe different types of connections and

![Fig. 7. UML-VHDL metamodel: (a) relationships and (b) features.](image)
associations between classifiers. The features (Fig. 7, b) describe parameters, attributes and methods of classifiers.

We map an abstract class (interface) to VHDL entity. A class that realizes an abstract class is mapped to VHDL architecture. The class parameters are mapped to a VHDL generic statement, public class attributes - to the VHDL ports and private class attributes - to the VHDL signals. The class methods are mapped to VHDL processes (procedures). The composition relationship describes the composition of a system from components and is mapped to a VHDL port map statement. The inheritance relationship means that an entity inherits the I/O ports from a base entity.

Both approaches have similarities as well as differences. The similarities are as follows: (1) both approaches use UML subsets as a source language and VHDL as a target language, (2) both provide mapping rules between UML and VHDL, (3) both generate the target VHDL specifications automatically.

The main difference is that our approach is oriented at reuse-based system design by adapting and integrating third-party Intellectual Property (IP) components, whereas the McUmber and Cheng's approach is oriented at HW design from scratch.

3 Application of Design Patterns for HW Design

In this Section, we consider the application of UML class diagrams for describing the structure of a target system at a high level of abstraction. Class diagrams can be used to describe design patterns [69]. Design patterns identify, document, and catalog successful design solutions to common design problems. Also design patterns aid the development of reusable system models by expressing the structure and collaboration of components to designers at a level higher than source code or individual
objects and classes. Their use can be extended to the development of models for HW components, embedded and real-time systems [70, 71], too.

There are two approaches for adopting the concept of design pattern to HW design. The first approach aims at adapting the already known SW design patterns for HW design [72-74]. The second approach aims at discovering new HW-specific design patterns [75, 76]. Below, we describe several common SW design patterns [69] and their application in HW design domain.

### 3.1 Union Design Pattern

The Union design pattern is used to define layers of abstraction in a design. It represents the abstraction of several concrete representations of a system (component). The abstract superclass `AbstractRepresentation` represents a higher level of abstraction than the concrete subclasses. The Union pattern thus defines two distinct abstraction levels. At any given moment, an operation can be performed at either the lower, more concrete abstraction layer, or at the higher, more abstract layer.

Fig. 8 presents the UML class diagram of the Union design pattern. The abstract class `AbstractRepresentation` defines an abstract (i.e., not implemented, yet) method `operation1()` and implements a method `operation2()`. The `ConcreteExample` classes inherit the implementation of the method `operation2()` from `AbstractRepresentation` class and provide the implementation for the method `operation1()`.

![Fig. 8. Union design pattern.](image-url)
The usage of the Union design pattern allows to clearly separate between the invariant (unchanging) aspects of the design problem and the variant (changing) ones. The abstract superclass is a representation of the essence that is common to all possible concrete subclasses. It thus represents the invariant aspects of all classes in the system. The concrete subclasses are equivalent at a higher, more abstract level, and differ from each other at a lower level of abstraction. Thus they represent the variant aspects of the design problem. The actual behavior of the system is a composition of the invariant behavior of the superclass and the variant behaviors provided polymorphically by the instances of the concrete subclasses used.

The Union design pattern can be used in HW design domain to describe the configurable HW systems using, e.g., the configuration statement in VHDL that allows specifying a concrete implementation of a particular design entity in a system. For example, ALU can be implemented as a composition of the decoding operation (invariant aspect of a design) and abstract design entities that represent the ALU operations (variant aspects of a design). The particular implementations of the ALU operations can be specified independently, thus giving more flexibility for the designer to select the optimal implementation of ALU with respect to the required design characteristics (chip area, speed, power consumption, etc.).

3.2 State Design Pattern

The State design pattern is used for decoupling a system from its state and encapsulating the functionality related with this state into a separate class. The states are separated and put into different classes. The advantage is that the ability to maintain a system is much greater when behavior or algorithm, which is performed when a sys-
tem enters a certain state, is encapsulated into its own class, rather than hidden somewhere in the body of some method.

Fig. 9 presents the UML class diagram of the State design pattern. The class Context encapsulates a state. The abstract class AState describes a representation of the state’s functionality. The ConcreteState classes provide an implementation of the particular states.

The State design pattern can be used in HW domain to design FSMs. Each ConcreteState class provides an implementation of a separate FSM state and the corresponding functionality that is performed when the FSM enters this state. This solution allows to design FSMs that can be easily reused and extended with new states for other future applications.

![State Design Pattern Diagram](image)

**Fig. 9. State design pattern.**

A disadvantage of the State design pattern is that it may result in excessive complexity of the designed system since for every state a separate object is assigned are later implemented as a separate component. Thus, the application of this pattern leads to worse performance characteristics of the designed system. The trade-off here is between faster implementation of the system and worse characteristics.

### 3.3 Diamond Design Pattern

The Diamond design pattern is used to represent the behavioral complexity of a design that provides multiple services for its environment. To achieve composition
of service classes, multiple inheritance is used. It allows a derived class to obtain features from two or more parent classes.

Fig. 10 presents the class diagram of the Diamond design pattern. The abstract class `aServiceInterface` describes an interface that is common for all services provided by the system. The `cService` classes inherit from `aServiceInterface` and provide an implementation of the concrete services. The class `System` inherits the implementation of services from the `cService` classes and describes the multi-service system.

![Diagram of Diamond design pattern]

The Diamond pattern can be widely used in HW domain, e.g., for composing new systems from the available HW components. The disadvantage of the pattern is that it may introduce considerable performance overhead, because not all services of the classes composed using inheritance may be required in a designed system.

### 3.4 Wrapper/Decorator Design Pattern

The Wrapper (or sometimes called Decorator) design pattern is used for adding additional functionality to a particular component. A wrapper (or decorator) is a component that has some parts of an interface identical to the interface of the contained component. Any calls that the wrapper gets, it sends to the component that it contains, and adds its own functionality, either before or after the call. This allows a
lot of flexibility and reusability, since the designer can change the wrapper without changing the original component it wraps. As the designer can recursively nest wrappers, the pattern allows for almost infinite amount of customization.

Fig. 11 presents the UML class diagram of the Wrapper design pattern. The abstract class $AComponent$ specifies an interface that is common for all components and their wrappers. The class $ConcreteComponent$ provides an implementation for $AComponent$ class. The abstract class $AWrapper$ specifies a wrapper interface and contains an instance of $AComponent$ class. The $ConcreteWrapper$ classes provide the different implementations of a wrapper.

![UML class diagram for Wrapper design pattern]

**Fig. 11. Wrapper design pattern.**

The Wrapper pattern can be widely used in HW design, especially for (1) communication control to provide an implementation of a communication protocol for a HW component communicating with its environment, (2) fault-tolerant applications to implement fault-avoidance and fault-discovery techniques such as TMR (Triple-Modular Redundancy) and BIST (Built-In Self Test), (3) adaptation of the physical memory interfaces to a communication network that may have a different number of access ports, and (4) layered data packet processing in network applications.

A disadvantage of the Wrapper design pattern is that it may result in considerable overhead since the complete interface of the wrapped component needs to be
handled by the wrapper, including those interface elements that need not be adapted. Thus, the application of the Wrapper design pattern may lead to excessive amounts of the adaptation code and performance overhead.

3.5 Composite Design Pattern

The Composite pattern allows treating both single components and collections of components identically. It allows building complex components by recursively composing similar components in a hierarchical tree-like manner. It also allows the components to be manipulated in a consistent manner, by requiring all of the components to have a common parent. The Composite design pattern is often used to represent recursive system architectures and their behavior.

Fig. 12 presents the UML class diagram of the Composite design pattern. The abstract class AComponent specifies an interface that is common to all its implementations. The Leaf classes provide the different implementations of AComponent. The class Composite is recursively composed of an array of AComponent type components (which may be of Leaf or Composite type) and implements the recursive call to their operations.

Fig. 12. Composite design pattern.
The Composite design pattern can be widely used in HW design to rapidly implement systems with a repetitive architecture such as multiplexer arrays, register arrays, adders, etc. The advantage of using the Composite design pattern is scaling, i.e., a part of the system can be addressed in the same way as the whole system. The disadvantage of this pattern is, as it is with many other design patterns, the possibility of the considerable performance overhead introduced by the recursive composition of the components.

4 Principles of Object-Oriented Design of Hardware and Embedded Systems

In this Section, we summarize our overview and formulate the basic principles of the OOD as applied to HW and embedded system design domains.

**Principle 1.** *Object-oriented design is based on representation of the real-world entities using a set of classes and relationships between them.*

*Principle 1* states that domain entities are represented as OO models. In order to represent the domain and its systems, a higher layer of abstraction is introduced above the domain abstraction layer. The main actors of this higher abstraction layer are classes – the highly abstract concepts that encapsulate the domain data and operations performed on it. The classes are related with each other through a network of relationships. These relationships represent different types of classification and interaction between domain entities – the abstract ones introduced during domain analysis as well as the concrete ones that represent direct communication between domain entities. The decomposition of a domain system into classes and relationships between them is a matter of an OO domain analysis.
**Principle 2.** *Object-oriented design is an evolutionary design methodology specifically oriented at design for reuse.*

The main concepts of the OOD are essentially the same as in other design methodologies such as component-based design. What is the difference is the way these concepts are applied. The OOD is essentially the evolutionary design methodology specifically aimed for implementing the ‘design for reuse’ principle systematically, whereas other design methodologies usually support the design reuse only casually and ad hoc. The classes are specifically designed to evolve over time as the designer analyzes and better understands the domain, as well as new requirements appear in the process of system design. The classes can be extended using a powerful extension mechanism of *inheritance* that allows adding new data and methods to the existing classes. As the designer adds new features to a system, he may discover that his previous design doesn’t support easy system extension. With this new information, the designer can restructure parts of the designed system, very possibly adding new classes or class hierarchies to an object-oriented model of a system.

**Principle 3.** *The object-oriented model of a system is an instance of the class hierarchy that abstracts the domain and consists of the communicating objects.*

Class hierarchy organizes the commonalities present in a set of domain entities into a tree structure, where the root of any sub-tree contains all the attributes and behavior common to every descendant of that root. In standard HDLs, there are no syntactical structures to express this kind of hierarchy, therefore reuse is limited to the component level, i.e. designers must use the component “as is” or have to design a new one. In the OOD paradigm, *inheritance* provides the potential for building new solutions to problems by adding incremental capability to existing problem solutions.
through sub-classing. This concept is one of the most fundamental OOD features to enable design reuse in the domain.

An object is a distinct instance of a given class that encapsulates its implementation details and is structurally identical to all other instances of that class. Multiple instantiations of a given class can be made and each of them represents a distinct object. An object defines an interface of services (operations, methods) that it provides, while encapsulating the data defined in its class and hiding the implementation details. In HW design domain, the notion of object corresponds to a distinct component instance that is used to create unique references to the lower-level components.

Principle 4. The functionality of the object-oriented system model is defined by the relationships between objects (classes).

There are three basic types of relationships that describe the structural affinity between classes and behavioral interaction between objects in the OO model:

1. **Inheritance** allows a subclass to incorporate the data and operations defined in a parent class and to augment it with the additional data elements and methods. In HW domain, it corresponds to the functional classification of components.

2. **Aggregation** is used when one object (container) physically or conceptually contains another object (component). In HW design domain, it corresponds to the composition of components into a larger module (system). The purpose of the component is to contribute in some way to the overall functionality of its container (system).

3. **Association** represents conceptual relationships between classes, and it is used for exchange of messages. In HW domain, it corresponds to the dependence of a particular component upon another component for interaction or communication.
**Principle 5.** *Object-oriented models of the domain systems can have three different implementation views: structural, behavioral and FSM-based.*

Depending upon the implementation on the domain layer of the abstraction, the OO HW systems can be have two distinct implementation views as follows:

1. The *structural* view to the HW system is based on the representation of *physical components* as objects. It can be represented using UML class diagrams.

2. The *behavioral* view to the HW system is based on the representation of *abstract concepts* for solving the design problem. The objects of the design process are abstract *design processes*. It can be represented using UML object diagrams.

3. The *FSM-based* view to the HW system represents each object as a FSM. It can be represented using UML state diagrams.

**Principle 6.** *The common object-oriented HW models can be expressed in terms of the OOD paradigm using class templates and polymorphism.*

In UML, a *parameterized class (template)* is used to express genericity in the OO models. Templates allow modeling generic domain components explicitly and thus providing an alternative approach for representing generalization in the domain: not only via class hierarchies, but also using class templates and their instances.

*Polymorphism* is another mechanism provided by the OOD methodology that provides the ability to manipulate with objects of distinct classes using only knowledge of their common properties without regard for their exact class type. The polymorphism enables new classes possessing required properties to be handled equally with their base class. Polymorphism, when applied to HW design, gives an enormous potential of reuse enabling the incremental refinement of particular HW modules.
**Principle 7.** Common domain architectures can be expressed in terms of the *OOD paradigm using design patterns.*

Common OO solutions to the HW domain problems can be expressed more abstractly and generally using *HW design patterns.* The difference of the design patterns from the other OO models and class hierarchies is that a design pattern is a more general and abstract model that represents a common and well-proven solution to a design problem rather than a specific domain system. Thus, design patterns represent an abstraction layer that is *higher* than common OO domain models, and is a means of fostering reuse of design knowledge and experience rather than the reuse of a specific implementation.

**Principle 8.** *An object/domain metamodel is the conceptual framework for connecting higher and lower layers of the abstraction in system design.*

The OO domain models specify only abstract views of domain systems without specifying the particular domain content. This low-level content must be introduced later in the design process when OO models are refined into domain entities.

Thus, the introduction of the *higher-level model* that abstracts the domain content on the lower layer of abstraction, requires the introduction of the *object/domain metamodel* that describes mapping between those layers of abstraction within the OOD framework. The OO layer of the domain system can be described using a graphical notation such as UML diagrams or an OO language. The transition to the domain layer can be performed using the traditional compilation techniques or generation into a HDL using the generative technology. All these different choices greatly influence the design productivity as well as the efficiency of the designed HW system.

5 Case studies
We illustrate the application of the OOD principles discussed above by presenting two simple case studies. The first one implements a Diamond pattern for designing multi-protocol communication interface for HW components described in VHDL. The second one implements a Composite pattern for design of Network-on-Chip model described in SystemC. With these two case studies we aim to demonstrate the usage of two most popular domain languages, VHDL that is not an OO HDL and SystemC that is an OO HDL, in the context of the OOD of HW components.

5.1 Specification of communication control using Diamond pattern

In this case study, we use a Diamond design pattern (see subsection 3.3) to design a HW component with a multi-protocol communication service provided for communication control. The services are composed with a HW component, which implements basic functionality, using a Wrapper design pattern [74].

The main purpose of communication control is to ensure relevant transmission of data (e.g., operands, commands, addresses, etc.) to and from the HW component. Transmission of data can be described using different rules or protocols, i.e. an agreed format for transmitting data between the HW components. We consider here two common communication protocols, namely, handshake protocol that deals with an asynchronous flow of data, and FIFO protocol that deals with sudden bursts of data in a producer-consumer model. Our aim is to include both them into a target system and let the user to decide which protocol should be used to communicate with the wrapped HW component.

Fig. 13 presents the UML class diagram of a target system. Abstract class IP is an interface of a HW component (soft IP). Class HandshakeWrapper provides an implementation of a handshake protocol and class FIFOwrapper provides an implemen-
tation of a FIFO protocol. Class *System* uses multiple inheritance to inherit both protocol implementations and encapsulates an instance of *IP* component.

![Class diagram of a target system.](image)

*Fig. 13. Class diagram of a target system.*

The architecture of the target system is shown in Fig. 14. The architecture implements the FIFO-based model of an object described in subsection 2.4. Note that signals *Data_in* and *Data_out* represent the IP-specific data signals, and signal *Method* is used to select the required method of the object.

*IP* is a HW component (e.g., ALU, controller, processor, etc.) for which a multi-protocol communication interface must be implemented. The handshake wrapper wraps the *IP* with Handshake FSM. The data is transferred to the *IP* when request signal *Req* is set to a high level and acknowledgement signal *Ack* is received from the Handshake FSM. The results are returned as soon as the *IP* processes the data.

The FIFO wrapper wraps the *IP* component with two instances of FIFO buffer and additional control logic. The internal clock signal *clk_int* is used to run FIFO control logic and the IP. The data is transferred to the IP component when *Push* signal is set to a high level and *Full* signal has a low level. The results are returned when *Pop* signal is set to a high level and *Empty* signal has a low level.
Fig. 14. Architecture of a target system.

We have implemented the target system using several freely available HW components described in VHDL as the IP. The synthesis results (Synopsys; CMOS 0.35μm technology) are presented in Table 1. The results show that chip area of the target system is on average about 72% larger than the original HW component.

Table 1. Synthesis results.

<table>
<thead>
<tr>
<th>Soft IP</th>
<th>Area, cells (soft IP)</th>
<th>Area, cells (system)</th>
<th>Increase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free-6502</td>
<td>4670</td>
<td>7423</td>
<td>59 %</td>
</tr>
<tr>
<td>Dragonfly</td>
<td>5883</td>
<td>11832</td>
<td>101 %</td>
</tr>
<tr>
<td>HC11</td>
<td>7394</td>
<td>15494</td>
<td>110 %</td>
</tr>
<tr>
<td>AX8</td>
<td>8020</td>
<td>13219</td>
<td>65 %</td>
</tr>
<tr>
<td>i8051</td>
<td>24258</td>
<td>30529</td>
<td>26 %</td>
</tr>
</tbody>
</table>

5.2 Specification of a Network-on-Chip using Composite pattern

In this case study, we apply the Composite design pattern (see subsection 3.5) to model a Network-on-Chip (NoC) [82]. NoC is a novel communication-oriented SoC design platform based on the application of network technologies for connecting HW components on a chip. A system is designed as a network of nodes that communicate one with another by exchanging data packets. Each packet carries the encapsulated data, source node ID, target node ID, and other network-specific information.
Each node contains a resource that represents a particular component of a system. Sending data packets to a particular network node and receiving the results perform the necessary computations required for the specific application of NoC.

Fig. 15 presents the UML class diagram of the NoC. The abstract class *aNetwork* describes a part of NoC that has four channels to communicate with other parts of a NoC. Class *aChannel* is an abstraction of the communication protocol. A derived class *aNode* inherits channels from *aNetwork* class and contains an instance of an abstract class *aResource*, which describes a resource provided by a NoC node. Class *cResource* is a concrete resource of a concrete node *cNode*. Method *switch(...)* performs data packet switching until a packet reaches its destination. Then, method *process()* processes the packet, performs the computations on the data that is carried by the received packet, encapsulates the results in a new packet, and forwards it back to the sender of the original data packet. Class *cNetwork* is a concrete NoC that consists of an array of nodes connected with channels, which are switched simultaneously.

![Class diagram of a Network-on-Chip.](image)

The NoC architecture (see Fig. 16) provides the communication infrastructure for the resources on a chip. A NoC consists of *resources* and *switches* that are connected using *channels* in mesh network architecture. The nodes can communicate
with each other by sending messages. A resource is a computation or storage unit or their combination, e.g., embedded processor, DSP core, RAM, or application-specific HW resources. Switches are used to route and buffer messages between resources. Each switch is connected to four other neighboring switches through channels. A channel consists of two one-directional peer-to-peer buses between two switches.

![Diagram of a Network-on-Chip](image)

**Fig. 16. Typical architecture of a Network-on-Chip.**

Fig. 17 presents the example of a NoC node specification in SystemC. Fig. 17, a) shows the structure of a data packet, and Fig. 17, b) presents a NoC node that inherits from class `aNode` and implements the data packet switching. `Sc_fifo<Packet>` is a channel that uses FIFO to buffer the transmitted packets.

```c
struct Packet {
    sc_bit<4>  sourceID;
    sc_bit<4>  targetID;
    sc_bit<8>  op_code;
    sc_bit<16> data1;
    sc_bit<16> data2;
    sc_bit<16> packetNo;
    sc_bit<1>  error;
    sc_bit<1>  chksum;
    sc_bit<1>  fill;
};
```

```c
template <class Packet>
class cNode: public aNode<Packet> {
    public:
        void switch(sc_fifo<Packet> north, sc_fifo<Packet> east, sc_fifo<Packet> south, sc_fifo<Packet> west);

    SC_CTOR(cNode) {
        SC_METHOD(switch);
    }
};
```

**Fig. 17. Specification (a fragment) of NoC in SystemC: a) data packet, and b) network node.**
6 Evaluation and Discussion

Current SoC and embedded system design methodologies are not sufficient to cope with more and more demanding requirements to system design such as design reuse and time to market. The OOD methodology is a strong candidate to resolve these problems. We have identified the following approaches for adopting the OOD paradigm for HW design. Below, we summarize their advantages and disadvantages.

(1) The extension of an existing HDL with the abstractions that implement the OOD concepts. The advantage is its strong HW foundation. The disadvantage is the lack of tools to support debugging, verification, and synthesis for these languages.

(2) The usage of an existing language that supports the OOD paradigm and adds new constructs that support concurrent behavior and other needed HW modeling constructs. The advantage is the already available support for the OOD concepts. The disadvantage of this approach is that this addition of constructs to the language requires an extension or even a redefinition of the language, and the development of new tools for simulation.

(3) The implementation of the OO HW architectures allows selecting several different implementation models such as behavioral, structural and FSM-based. The advantage is that a designer can implement exactly those OOD concepts, which he needs. The disadvantage is that the design of OO HW architectures at a low-level of abstraction may be tedious and error-prone.

(4) The usage of UML for high-level specification of HW. The translation from the OO model to the non-OO implementation is performed during the generation of a HW model. The major advantage this approach is the usage of existing tools to support debugging, verification, and synthesis for these languages. Other advantages of using UML for HW design are as follows: (a) high level specification of a designed
system, (b) better soft IP reusability and adaptability, (c) better documentation for further reuse and maintenance of a system. The major disadvantage is the complexity of the transformation of an OO model and difficult verification problems. Other difficulties of using UML for HW design are related with (a) specification of interconnections between components, (b) specification of generic domain functionality, and (c) increased initial development time.

We summarize the current achievements in the area of the application of the OOD concepts in HW and embedded system design domain as follows.

(1) The introduction of SystemC language spurred the interest of HW designers and researchers to adopt more and more of the OOD concepts in SoC design domain. There is a continuous effort to develop new versions of SystemC by its authors as well as to provide extensions to SystemC by other researchers that widen a set of available OOD features for HW modeling and synthesis.

(2) There is a continuous effort to further develop and extend VHDL in order to adapt it to the new level of abstractions emerging in HW design, including the object level of abstractions. A plethora of extensions to VHDL has emerged and continues to be developed, which ensures that this powerful domain-specific language continues to remain a strong competitor to SystemC in the future.

(3) The research in the OO HW architectures and platforms has been based on further exploiting the well-known FSM-based model for representing objects in RTL. A FSM is a flexible model of computation that is known very well by HW designers and can be easily implemented by synthesis tools.

(4) The designers are starting to use more widely the graphical OOD diagrams described using a standard UML language for HW and embedded system design, in
addition to the casual block-based diagrams. New tools are developed that allow generating the corresponding HDL code from the UML diagrams automatically.

The advantages of using the OOD concepts in HW design are as follows:

(1) *Classes and design patterns* introduced into HW design from the SW engineering domain are common for designing SW/HW parts of an electronic system. Thus they can contribute to the unification of design methodologies and affect the merging of SW/HW design at a higher-level of abstraction.

(2) *Design patterns* allow for specifying a HW design problem at a higher abstraction level graphically. The application of design patterns described using UML class diagrams allows for specifying target systems using abstract representations of proven design experience. The design content is captured immediately and intuitively, thus increasing design comprehensibility. The pattern-based design can be easily supported by the automated validation and code generation tools, thus increasing design reuse, quality and productivity. The level of abstraction is raised to the system level, which allows dealing with growing complexity of HW designs.

(3) *Encapsulation* allows to separate the data from functionality thus implementing the separation of concerns principle in HW design.

(4) *Inheritance* and *polymorphism* are powerful OOD principles that allow to increase design productivity substantially, because they enable reuse of existing code.

(5) *Message exchange* is a very promising OOD concept especially when considered in the context of a new emerging paradigm for the interconnection-based SoC design, called Networks-on-Chip (NoC) [82].

The idea of adopting the OOD principles to HW and embedded system design domain holds great promises; however, there are many gaps that must be bridged before these promises could be fully fulfilled as follows.
(1) **Conceptual gap:** SW designers think in terms of the OOD concepts (objects and messages), whereas HW designers are used to think in terms of the component-based design (components and wires).

(2) **Physical gap:** how the physical constraints (such as the timing ones) should be reflected in an OO model or a metamodel (design pattern)?

(3) **Technological gap:** how objects or even entire design patterns could be directly synthesized to RTL?

### 7 Conclusions and future research

Currently, the design and implementation of HW, embedded and real-time systems hardly differ from traditional SW development. Despite all known problems and difficulties, the OOD principles can be adopted for developing HW as well as embedded systems. The OOD paradigm provides the techniques like abstraction, inheritance and polymorphism that help designer to handle large and complex systems. On the other hand, the OOD paradigm doesn’t provide the demanded code efficiency (in terms of chip area or delay) for real-time and embedded applications.

The main task of the future research on OO HW design, therefore, should focus on reconciling these two contradicting features of the OOD paradigm, and seeking for the best possible trade-off solutions between faster design time provided by the application of the OOD paradigm and worse system characteristics introduced by the OO abstractions. We formulate the most probable future trends in the application of the OOD principles to HW and embedded system design as follows.

(1) A great deal of research is performed to extend UML in order to take new domains of application into account [21]. The research focuses on the UML extensions for modeling (a) real time behavior, (b) executable specifications capable to ex-
press parallelism, (c) HW/SW interfaces and co-simulation, (d) behavior of analog interfaces and systems, and (e) size, weight, area, power, timing and other constraints.

(2) The adoption of design patterns for HW design will attract more and more attention from the researchers. The efforts will be directed at adopting the already known SW design patterns as well as at discovering new HW-specific design patterns.

(3) The researchers are seeking for the unification of HW and SW design methodologies into a single SoC design flow under the OOD paradigm umbrella.
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