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A B S T R A C T

$K$-means is undoubtedly the most widely used partitional clustering algorithm. Unfortunately, due to the non-convexity of the model formulations, expectation-maximization (EM) type algorithms converge to different local optima with different initializations. Recent discoveries have identified that the global solution of $K$-means cluster centroids lies in the principal component analysis (PCA) subspace. Based on this insight, we propose PCA-guided effective search for $K$-means. Because the PCA subspace is much smaller than the original space, searching in the PCA subspace is both more effective and efficient. Extensive experiments on four real world data sets and systematic comparison with previous algorithms demonstrate that our proposed method outperforms the rest as it makes the $K$-means more effective.
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1. Introduction

Data clustering (or just clustering), also known as unsupervised classification, is a method of creating groups of objects, or clusters, in such a way that all objects within a single cluster are very similar while objects in different clusters are quite distinct [1]. This approach is widely used for several different types of applications, including exploratory pattern analysis, data mining, decision-making, machine-learning, vector quantization, and compression situations [2].

The $K$-means algorithm is one of the most widely used clustering algorithms, and is simple and easy to understand. It can be efficiently implemented on parallel and distributed computers to solve large scale practical problems. $K$-means clustering models ball-shaped clusters using simple squared distances as distortion [3]. However, the Lloyd algorithm for $K$-means clustering (which is also an EM-style algorithm) converges quickly to a local solution from an initial starting set of cluster centroids. Experimentally, the $K$-means algorithm can be easily trapped in a local minima near the initialization. This is because the formulation of $K$-means is non-convex and there are exponentially many local solutions in high dimensional data.

Generally, there are two directions that can be taken to achieve better solutions. The first direction is to devise methods that can allow the system to escape the local minima. This is the well-known global optimization problem with regard to non-convex problems. Recent advances include simulated annealing, genetic algorithms, and swarm intelligence. These are known as metaheuristics. To the best knowledge of the authors, no computationally practical algorithm that guarantees global minima has been developed yet. Aloise et al. [4] provide some examples of recent work. The second direction is to design better initialization algorithms. Historically, this direction has been studied by numerous authors [5,6]. We give a detailed review in Section 5 with details of six approaches that we compare in a number of experiments.

In previous research, searching for better initialization has been performed in the original high dimensional space (in this paper, we call it full space). Recent work [7,8] provides a theoretical analysis of the close relationship between $K$-means clustering and principal component analysis (PCA). This work reveals that the global solution to $K$-means clustering lies in the PCA subspace. These new theoretical conclusions open up an entirely new research direction.

There are many possible ways to explore this new research direction. In this paper, we propose one method that follows this new direction: We perform more effective search in the PCA subspace and explore more solution spaces by randomly searching centroid space. We call this method PCA-guided search for $K$-means clustering. We utilize the fact that $K$-means clustering is more efficient in low-dimensional space because its computational complexity is dominated by the $M$-step, where the distance between each data point to all $K$ centroids is computed: $O(nkp)$, where $n$, $K$, $p$ are, respectively, the number of data points, the number of clusters, and the dimension of the data. Thus our approach utilizes this advantage because we work in the PCA subspace with a small dimensionality.
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Searching within a greater solution space is achieved by repeated randomly initialized K-means clustering. We perform extensive experiments on several data sets and compare the results with a number of existing algorithms. Experimental results demonstrate that our method can lead to good results with a much lower CPU time than with the standard K-means method.

The rest of this paper is organized as follows: Section 2 refines the theoretical analysis that PCA provides continuous solutions to the discrete cluster membership indicators for K-means clustering. Section 3 describes the PCA-guided search for the K-means algorithm, and Section 4 presents a detailed discussion concerning random initialization method. Section 5 reviews some representative methods including KR, KKK, HAC, K-means+ and PCA-part algorithms that we compare in a number of experiments. Section 6 shows experiments on four real-world data sets. Section 7 concludes the paper.

2. Solution of K-means clustering lies in PCA-subspace

Recent research discoveries have indicated that there is a close relationship between K-means clustering and PCA [7,8]. More precisely, the solution to K-means clustering is specified by cluster indicators (as refined in Theorem 1). Moreover, the continuous solution of the cluster indicators is given by the principal components of PCA in the form of Theorem 2. Therefore, the global solution to K-means clustering lies in the PCA subspace. Based on this, performing clustering in the PCA subspace is highly desirable because the solutions are close to the global solution.

2.1. PCA provides continuous solution to K-means clustering

For the PCA of input data \( X = (x_1, \ldots, x_n) \) \( \in \mathbb{R}^{p \times n} \), where \( p \) denotes the dimension of data, we compute the principal eigenvectors \( U = (u_1, \ldots, u_k) \) of the covariance matrix \( \text{cov}(X) = (1/n) \sum (x_i - \bar{X})(x_i - \bar{X})^T \) with principal eigenvalues \( \lambda_1, \ldots, \lambda_k \). The new coordinates in the PCA subspace are given by \( Y = (y_1, \ldots, y_k) \), \( y_i = U^T x_i \). The whitened coordinates are defined as

\[
y_i = \frac{(u_1, \ldots, u_k)^T}{\sqrt{\sigma_1}, \ldots, \sqrt{\sigma_k}} x_i = (U \Sigma^{-1})^T x_i
\]

where \( \sigma_k = \sqrt{\lambda_k} \), \( \Sigma = \text{diag}(\sigma_1, \ldots, \sigma_k) \). The difference between the whitened \( \tilde{Y} = (\tilde{y}_1, \ldots, \tilde{y}_k) \) and the covariance of \( Y \) is \( \text{cov}(Y) = \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_k) \), while the covariance of \( \tilde{Y} \) is \( \text{cov}(\tilde{Y}) = I \). Recent works [7,8] show a direct relationship between PCA and K-means clustering. The K-means clustering minimizes the objective function

\[
\sum_{j=1}^{N} \sum_{x_i \in C_j} \| x_i - \mu_j \|^2 \quad \text{(2)}
\]

where \( \mu_j \) is the centroid of cluster \( C_j \). Throughout this paper, \( \| \cdot \| \) denotes the Euclidean norm. For the sake of consistency with PCA, we use the Euclidean distance given in Eq. (2). Relevant background research is provided in Ref. [9].

The solution of K-means clustering is specified by the cluster membership indicator matrix \( H = (h_1, \ldots, h_r) \) where

\[
h_i = (0 \cdots 0 \, \cdots \, 1 \cdots 1 \, \cdots \, 0 \cdots 0)^T / n_i^{1/2}
\]

i.e., \( h_i = 1/n_i^{1/2} \) if \( x_i \) is clustered into cluster \( i \); \( h_i = 0 \), otherwise. The final outcome of K-means clustering is to obtain \( H \). The discrete solution of \( H \) cannot be analyzed. But the continuous relaxed solution of \( H \) (i.e. the indicator matrix elements relax from discrete values into continuous values in \((0,1)\)) can be analyzed.

Theorem 1. The optimal solution of the relaxed cluster indicators \( \hat{H} \) for K-means clustering on data \( X \) is given by the whitened projection coordinates \( \tilde{Y}U^T \), where \( R \) is a \( K \)-by-\( K \) unknown rotation matrix satisfying \( RR^T = R^TR = I \). We note that \( R \) does not change the results of K-means clustering of Eq. (2). In all the following analysis, \( R \) always cancels out exactly.

Proof. Using the cluster indicators of Eq. (3), the cluster centroid can be expressed as

\[
\mu_j = \frac{1}{n_i} \sum_{x_i \in C_j} x_i = \frac{1}{n_i^{1/2}} Xh_j
\]

As Eq. (2) can be written by

\[
J_{K\text{-means}} = \sum_{j=1}^{K} \sum_{x_i \in C_j} \left( \| x_i - \mu_j \|^2 - \| x_i - \mu_j \|^2 \right)
\]

Substituting Eq. (4) into Eq. (6) we obtain

\[
J_{K\text{-means}} = \sum_{i=1}^{K} \sum_{j=1}^{K} n_j \mu_j \| x_i - \mu_j \|
\]

The first term is a constant which is independent of the clustering solution. Thus minimizing \( J_{K\text{-means}} \) becomes maximizing

\[
\max_{\hat{H}} \text{Tr} \, \hat{H}^T \tilde{Y}U^T \quad \text{s.t.} \quad \hat{H}^T \hat{H} = I \quad \text{(10)}
\]

Note that although \( \hat{H} \) contains only \((0,1)\) (with proper column normalization as in Eq. (3)), the rotation matrix \( R \) contains negative elements. Thus \( \hat{H} \) may contain negative elements. The above optimization is a discrete optimization and is a well-known standard NP-hard problem.

The spectral relaxation (approximation) of the above discrete optimization can be obtained by relaxing elements of \( H \) to be continuous real numbers in the range \((0,1)\)[7]. With this relaxation of \( H \), the maximization of Eq. (10) has the optimal solution for \( \hat{H} \) given by the \( K \) eigenvectors \( V = (v_1, \ldots, v_k) \) of the Gram matrix \( XX^T \) associated with the \( K \) largest eigenvalues \((\xi_1, \ldots, \xi_k)\), i.e., the optimal solution is given by

\[
\hat{H}^* = V \quad \text{or} \quad \hat{H}^* = VR^T
\]

Now, through the singular value decomposition

\[
X = \sum_{i=1}^{r} \sigma_i v_i^T \quad \text{s.t.} \quad U^T \Sigma V = \hat{H}^T
\]

where \( r \) is the rank of \( X \). We can thus verify that

\[
\tilde{Y} = (U \Sigma^{-1})^T X = V^T = \hat{H}^T = R^T \hat{H}^T
\]

and \( \sigma_k = \sqrt{\xi_k} = \sqrt{\xi_k} \). This completes the proof. One consequence of this theorem is that the optimal solution of K-means clustering lies in the PCA-subspace, as explained below.

2.2. Global K-means solution lies in PCA-subspace

If we assume that the optimal solution for K-means clustering is obtained, the optimal solution is specified by the obtained optimal cluster centroids \(c_1, \ldots, c_k\). These cluster centroids span a subspace, which we call cluster centroid subspace. By definition, the global optimal solution of K-means lies in this centroid subspace. On the other hand, the PCA-subspace is spanned by the principal directions of PCA \(U = (u_1, \ldots, u_p)\). We then have the following results:

**Theorem 2.** Cluster centroid subspace is identical to PCA-subspace.

**Proof.** Let \(C = (c_1, \ldots, c_k)\). Because cluster centroids are in general not mutually orthogonal, we construct an orthonormal basis as \(\tilde{C} = C(C^TC)^{-1/2}\). Clearly, \(\tilde{C}^T \tilde{C} = I\). Therefore the projection operator is \(\tilde{C}^T\). For any data point \(x_i\), \(\tilde{C}^T\) projects it into the cluster centroid space, \(\tilde{C}^T x_i = \tilde{C}C x_i\). Now, we prove:

\[
\tilde{C}^T = UU^T.
\]

We first note that in a similar manner to Eq. (4), we have \(c_j = n_j^{-1/2}Xh_j\). Thus

\[
C = (c_1, \ldots, c_k) = X \begin{pmatrix} h_1/n_1^{1/2} & \cdots & h_k/n_k^{1/2} \end{pmatrix} = XH^{1/2},
\]

where \(N = \text{diag}(n_1, \ldots, n_k)\). Thus we have

\[
\tilde{C}^T = C(C^TC)^{-1}C^T = XH^{-1/2}N^{-1/2}H^{-1/2}XH^{1/2} = XHH^{1/2}XH^{1/2} = XH^{1/2}XH^{1/2}.
\]

According to **Theorem 1**, the solution of K-means clustering is \((h_1, \ldots, h_k)R = V\) or \(\tilde{H} = V\). Thus we have

\[
\tilde{C}^T = X\Sigma (V^T X V)^{-1} (X V)^T.
\]

From Eq. (12), by right-multiplying \(v\), we obtain a crucial property of SVD: \(XV_i = \sigma_i u_i\), i.e., \(XV = \Sigma U\). Substituting this into Eq. (13) we arrive at

\[
\tilde{C}^T = U\Sigma (\Sigma^T U^T U \Sigma)^{-1} (U \Sigma)^T = UU^T
\]

This completes the proof. \(\square\)

**Theorems 1 and 2** explain that the PCA dimensionality reduction is beneficial for K-means clustering: They assert that the optimal solution lies in k-dimensional PCA subspace (within the accuracy of spectral relaxation). The key point is that the k-dimensional PCA subspace is much smaller than the original p-dimensional data space (full space). In other words, we search for the optimal solution in a much narrower space because we know the correct solution lies within this narrower space. This is more effective than searching for the optimal solution in the much larger original p-dimensional data space. Although we cannot guarantee finding the true global solution, we usually obtain better solutions (measured in the objective function value), in comparison to the solutions obtained by searching within the full data space.

3. PCA-guided search for K-means

The algorithm for K-means clustering with PCA-guided search is as follows:

1. Perform standard K-means clustering in the PCA subspace.
2. Use the cluster membership obtained in Step 1 to construct initial cluster centroids in the full space.\(^1\) Perform standard K-means clustering in the full space.

There are a number of points that should be observed here. First, Step 2 is used to let the solution obtained in the PCA subspace relax into a local optimal solution in the full space. Thus in this algorithm, the majority of iterations of the K-means algorithm are spent in Step 1 (within the PCA subspace). The number of iterations in Step 2 is usually relatively small, because the initially defined cluster centroids are already close to a local minima.

The second observation is with regard to computation speed. In the PCA subspace, the dimensionality is very low and thus the computation of distances is faster than that in the full space. Because most iterations are performed in Step 1 (in the PCA subspace), therefore the K-means clustering with PCA-guided search algorithm is faster than the standard K-means algorithm. This point is evident in all runs on all data sets (see the experiments in Section 6).

The third point to be made is that the obtained solution is with good quality with respect to (w.r.t.) the original p-dimensional data space. This is the motivation behind Step 2. All objective function values measured in this paper are w.r.t. the full space, unless explicitly stated otherwise.

In summary, the PCA-guided search algorithm is both effective in obtaining better solutions (because it searches a narrower subspace where the global solution lies) and fast (because it runs effectively in a lower-dimensional space).

4. Effective search of centroid space

An important focus of this study is to search the centroid space for K-means algorithms. We provide a discussion here because extensive experiments (see Section 6) show that random search of centroid space is an effective method. The K-means algorithm is iterative, in that it starts from an initial guess of the solution and iteratively improves the solution until a local optimal solution is reached. Because the objective functions of K-means clusterings are non-convex, there can be many different local optimal solutions. Starting from different initializations, it often converges to different local optimal solutions. Our task is to find a good quality local optimal solution.

We use random search in this paper. The simplest random search method is random initialization [5]. There are two approaches. (R1) randomly partitions data points into K groups, and (R2) randomly selects K data points as K class centroids. There are studies [11] which suggest method R1 gives better results than method R2.

Here we provide a theoretical analysis to show that the R2 method is better. First, method R2 is easier to implement. More importantly, from the point of view of searching within the wider centroid space, method R2 searches a larger space than method R1. This is because in method R1, the K class centroids \((c_1, \ldots, c_k)\) are much closer to each other. We provide analysis to support this statement below.

The standard partition of R1 is by data points. We first randomly select \(n_1\) data points and compute their mean \(\mu_1\). From the remaining data points, we randomly select \(n_2\) points and compute their mean \(\mu_2\). This is repeated \(K - 1\) times. The remaining data points give \(\mu_K\).

Suppose data X follow a fixed and spatially finite distribution (the variance is finite). Then \(\mu_1, \mu_2, \ldots, \mu_K\) are close to each other. This is because for the randomly selected \(n_1\) points from the data distribution, the sample mean \(\mu_1\) is generally very close to the population mean \(\mu\) (computed from the entire population, i.e. the entire data). As \(n_1\) increases, \(\mu_1\) is closer to \(\mu\). For the same reason, \(\mu_2\) is close to \(\mu\), and thus is close to \(\mu_1\). Therefore, \(\mu_1, \ldots, \mu_K\) are close to each other. In summary, the centroids produced by the R1 method are restricted to a narrow space near the population mean.

Based on the above analysis, R1 is not considered to be a good method. In this paper, our focus is on searching broader centroid space, thus we use method R2 for random search.

In addition to random initialization, there are many algorithms that can potentially be considered for use. We provide a comprehensive discussion in Section 5.

\(^1\) These centroids are usually not local optimal solutions in full space, although they are local optimal solutions in PCA subspace.
5. Related work on K-means initialization

There is a significant body of literature on the initialization for K-means [6]. In this section, we review some representative work. Among these methods we will compare six of them in the experiment section.

Random initialization [5,10] is an early approach that has been discussed in more depth previously in Section 4.

Kaufman and Rousseeuw [12] selected the initial centroids one after another. The first centroid is the most centrally located in the set of objects. The remaining centroids are then chosen in a certain way in which each chosen centroid is expected to be far away from the previously selected centroids but still have many data points close to it. In this paper, we call this the KR algorithm.

Katsavounidis et al. [13] proposed that the first centroid should be the one which has the maximum norm. Then for each nonselected data point (candidate point), set the minimal distance between it and the centroid set as the distance between them, then choose the candidate point which has the maximal distance between it and the centroids as the next centroid. Repeat this until K centroids have been chosen. In this paper, we name this the KKZ algorithm after the three authors.

Fayyad et al. [14] proposed a refined algorithm that builds a set of small random sub-samples of the data, then clusters data in each sub-sample by k-means. All centroids of all sub-samples are then clustered together by k-means using the k-centroids of each sub-sample as initial centers. The centers of the final clusters that give the minimum clustering error are then used as the initial centers for clustering the original set of data using the k-means algorithm.

Several studies [15–17] used the results of hierarchical agglomerative clustering (HAC) as the initialization of centroids. HAC is a “bottom up” approach that begins from a large number of small clusters (potentially up to N clusters and each of them may include exactly one object). This is followed by a series of merge operations to reduce the number of clusters to one (i.e. all objects belong to the same cluster). Each merge incorporates the two closest clusters. One essential ingredient of the algorithm is the inter cluster distance d(k,l). In our experiments we adopt the method as described in Ref. [15].

In K-means++, Arthur and Vassilvitskii [18] also proposed a method which selects the K centroids greedily. The first centroid is selected randomly from the data set. Then the next point \( \mathbf{x} \) is chosen as the centroid with probability \( \frac{d(\mathbf{x})^2}{\sum_{\mathbf{x}} d(\mathbf{x})^2} \), where \( d(\mathbf{x}) \) denotes the shortest distance from the data point \( \mathbf{x} \) to the closest centroid. This is repeated until K centroids are identified.

Recursive partitioning of data in a “top-down” fashion has also been used for initialization. Su and Dy [19] proposed to recursively bi-partition a current cluster into two by computing the first principal component and use the sign of each element to split the cluster, similar to the indicator \( h_i \) of Theorem 1. In each iteration, they select the cluster with the maximum distortion to split. This process is repeated until K clusters are obtained. The obtained clusters are used for K-means initialization. We call this the PCA-part method. This algorithm is similar to PDDP, proposed by Boley [20]. For more discussion on selecting clusters to split and objective function analysis, see Ref. [21].

6. Experiments and results

To evaluate the performance of the various initialization methods, experiments based on image data clustering are conducted on four real-world data sets. All experiments are implemented in Matlab and executed on a dual-core 3.0 GHz Pentium CPU with 2 GB of memory and no effort made to optimize algorithm speed.
From Figs. 1–4 and Tables 1–4, we can see that the obtained distortion results of $K$-means++ initialization could be fairly poor (high). Random search always outperforms $K$-means++ both in obtained distortion values and CPU time. Furthermore, PCA-guided search always outperforms random search and produces the best results (lowest distortion), and at a lower CPU time. The determinate methods (KKZ, KR, HAC and PCA-part) cannot obtain a low distortion that is comparable to the PCA-guided search method. From Fig. 1 and Table 1, it can be seen that the KR method is more effective in comparison to the other determined methods. Among the 1000 trials of the PCA-guided search methods, there are 4 trials providing better results than the KR method. In other words, KR is equivalent to 1000/4 = 250 trials of PCA-guided search, which takes 1051.44/1000 × 250 = 262.8 s (see Table 1). However, the KR method takes 373.75 s. The ratio of the

determinate methods (KKZ, KR, HAC and PCA-part) only one run is necessary. For the convenience of comparison, the results of random-search, $K$-means++ and PCA-guided-search are plotted in descending order of distortion values. The obtained distortion of KKZ, KR, HAC and PCA-part are plotted as four lines respectively. The execution time and the lowest distortion of the compared seven methods are shown in Tables 1–4 for the four data sets. Boldface indicates the initialization method produced the minimal $K$-means WCSS for each data set.
PCA-guided search approach to the KR method is 373.75/262.8 = 1.42. As this ratio is greater than 1, this shows that the PCA-guided method is more efficient than the KR method. For the same reason, the KR method is not more efficient than the PCA-guided method for the other 3 data sets. Moreover, the efficiency of the KR method depends on the number of clusters. When the number of clusters increases, the time complexity also increases dramatically.

It should be noted that the PCA-subspace computation here is performed only once. The CPU times for these are: 0.215 s for the AT&T data set, 0.262 s for the MNIST data set, 0.287 s for the BinAlpha data set, and 0.443 s for the Coil20 data set. This is a small overhead performed only once. The CPU times for these are: 0.215 s for the AT&T data set, 0.262 s for the MNIST data set, 0.287 s for the BinAlpha data set, and 0.443 s for the Coil20 data set. This is a small overhead in comparison to the PCA-guided search time listed in Tables 1–4.

To see the effect of varying the PCA subspace dimension, we reduce the BinAlpha data set to 10-d, 26-d and 40-d dimensions respectively and plot the results of the PCA-guided search method, as shown in Fig. 5. For comparison, we also plot the results of the KR and random search methods, which always outperform the other methods. From Fig. 5, it can be seen that the results of 10-d, 26-d and 40-d are very similar. Thus the PCA-guided search method is not sensitive to the dimension of the PCA subspace. Therefore, in general, the dimension of the data set is reduced to the number of clusters for implementation.

In summary, for K-means clustering, if one can afford to use additional CPU time to search for a better solution, the PCA-guided search method presented in this paper has been clearly identified to be the optimal choice.

7. Summary

In this paper we seek to identify a more effective initialization for K-means clustering, known as the PCA-guided search method. This is based on the theoretical analysis that the global solution to K-means lies in the PCA-subspace. Through extensive experiments and comparisons to six other methods, it was confirmed that PCA-guided search produces the best results for all the data sets. To expand on these positive results, it should be noted that as the data size increases, an implementation of an online K-means algorithm becomes increasingly important for application to real world problems. For K-means clustering, this is easy to implement by keeping the K centroids in memory and updating them as each new data instances are received and projected into the PCA subspace. The subspace can occasionally be updated using an efficient algorithm [22]. Other additional work involves utilizing more advanced subspace methods for K-means clustering.
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