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Abstract—Integration is commonly used for summarizing information held in very large databases which are encountered in data warehousing, large scale transaction management, and statistical databases. Such applications often involve distributed databases that have developed independently and therefore may exhibit incompatibility, heterogeneity, and data inconsistency. We are here concerned with the integration that has heterogeneous classification schemes where local ontology’s, in the form of such classification schemes, may be mapped onto a common ontology. Existing transaction protocols typically rely on compensating transactions to handle exceptional conditions. In this paper, we develop an approach that can handle data inconsistencies and identify a number of issues with compensation-based transaction protocols and describe another transaction protocol that addresses those issues. Moreover, we define a set of properties, analogous to the ACID properties of traditional transactions that are more appropriate for business activities that span multiple enterprises. For this approach we use distributed transaction commit algorithm with EM algorithmic approach which is associated with Kullback-Leibler information divergence.
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I. INTRODUCTION

Diverse database systems are used in large organizations. The heterogeneous distributed database system (HDDBS) can provide a flexible integration of diverse databases for users and applications. This is because it allows for retrieval and update of distributed data under different data systems giving the illusion of accessing a single centralized database system.

A heterogeneous distributed database system (HDDBS) integrates a set of autonomous database systems to provide global database functions. In a HDDBS environment, transaction management is handled at both the global and local levels. As a confederation of pre-existing local databases, the overriding concern of any HDDBS must be the preservation of local autonomy. This is accomplished through the superimposition of a global transaction manager upon a set of local database systems. Global transactions are submitted to the global transaction manager, where they are parsed into a set of local sub transactions to be individually submitted to local transaction management systems at local sites. At the same time, local transactions are directly submitted to the local transaction management systems. Each local transaction management system maintains the correct execution of both local and global sub transactions at its site. It is left to the global transaction manager to maintain the correct execution of global transactions. The preservation of the atomicity and isolation of global transactions is fundamental in achieving the correct execution of global transactions. Preserving the atomicity or semantic atomicity of global transactions in the HDDBS systems has been recognized as an open and difficult issue. The traditional two-phase commit protocol developed in distributed database environments has been shown to be inadequate to the preservation of the atomicity of global transactions in the HDDBS environment. For example, some local database systems may not support a visible prepare-to-commit state, in which a transaction has not yet been committed but is guaranteed the ability to commit. In such situations, a local database system that participates in a HDDBS environment may unilaterally abort a global sub transaction without agreement.

A. Main Contributions

In a distributed database environment, heterogeneity may arise due to differences in the granularity of data stored in different distributed databases or may be due to differences in the underlying concepts. In this paper, integration is on the basis of local ontologies, in the form of classification schemes, which map onto a common ontology. If computable, the aggregates are then derived by minimization of the Kullback-Leibler information divergence using the EM (Expectation-Maximization) algorithm. The EM algorithm is used to provide an intuitive approach to the integration of aggregates by minimizing the Kullback-Leibler information divergence.

A significant contribution of this approach in extending the work [5], [6] is that inconsistent data can now be handled.
The novelty of this paper resides mainly in the provision of a scalable methodology for the integration of distributed aggregates by first determining the dynamic shared ontology and then carrying out the integration. The EM (Expectation-Maximization) algorithm is a widely used general class of iterative procedures used for learning in the presence of missing information; its use here for distributed database integration is also novel.

Compensating transactions can be difficult to design and program and even more difficult to test in a distributed Web Service environment, resulting in a rather high level of errors. Even if the compensating transactions are designed and programmed correctly, it is difficult to ensure that when they are needed, the compensating transactions are applied correctly (for example, the number of retries must be limited for practical purposes). The typical result of an error in the design, programming, or deployment of a compensating transaction is inconsistency in the databases, either within a single database or, more probably, between the databases of different enterprises. It is difficult and expensive to resolve such inconsistencies, particularly when the databases are spread across multiple enterprises, as is the intention of Web Services. We demonstrate that the use of compensating transactions results in a much higher probability of database inconsistency than does the reservation protocol. Indeed, for entirely reasonable parameters, the probability of inconsistency approaches unity when using compensating transactions.

II. THE DATA MODELS

A transaction is a set of operations on the application state that satisfies the following ACID properties [12]:

- Atomicity. Either all of the operations of the transaction succeed, in which case the transaction commits, or none of the operations is carried out, in which case the transaction aborts.
- Consistency. If the application state is consistent at the beginning of the transaction, the application state remains consistent after the transaction commits.
- Isolation. The transaction does not read or overwrite intermediate results produced by another transaction, that is, the transactions appear to execute serially.
- Durability. The updates to the application state become permanent (or persist) once the transaction is committed, even if a fault occurs.

A. System model for Computations

It is usually the case that, where data are distributed, there is a common ontology that specifies how the local semantics correspond to the global meaning of the data. The relationship between the local and global schemes is held in a correspondence table. Thus, for example, using the Indian data on credit-worthiness discussed in [7], we have the common ontology for the attribute two different local classification schemes are shown in Table 2, along with aggregates produced as a result of extracting views of data from two different databases. Scheme 1 contains aggregates for a sample using the four high-level categories: “home/leisure,” “office/professional,” “car,” and “other.” Scheme 2 contains corresponding aggregates for a second sample differently classified into five high-level categories: “entertainment,” “home,” “skills,” “work/travel,” and “other.”

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Value</th>
<th>Attribute</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Education</td>
<td>6.</td>
<td>Furniture</td>
</tr>
<tr>
<td>2.</td>
<td>Appliances</td>
<td>7.</td>
<td>New car</td>
</tr>
<tr>
<td>3.</td>
<td>Business</td>
<td>8.</td>
<td>Used car</td>
</tr>
<tr>
<td>4.</td>
<td>Repairs retraining</td>
<td>9.</td>
<td>Radio/TV</td>
</tr>
<tr>
<td>5.</td>
<td></td>
<td>10.</td>
<td>other</td>
</tr>
</tbody>
</table>

Table 1 Common ontology for “loan” attributes

<table>
<thead>
<tr>
<th>Scheme1 categories</th>
<th>Ontology categories</th>
<th>Cardinality</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. home</td>
<td>2, 6, 9</td>
<td>238</td>
</tr>
<tr>
<td>2. office</td>
<td>1, 3, 5</td>
<td>81</td>
</tr>
<tr>
<td>3. car</td>
<td>4, 7, 8</td>
<td>173</td>
</tr>
<tr>
<td>4. other</td>
<td>10</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 2 Two Different Local Classification Schemes for the “Reason for Loan Request” Attribute

<table>
<thead>
<tr>
<th>Scheme2 categories</th>
<th>Ontology categories</th>
<th>Cardinality</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. entertainment</td>
<td>9</td>
<td>130</td>
</tr>
<tr>
<td>2. home</td>
<td>2, 6</td>
<td>105</td>
</tr>
<tr>
<td>3. skills</td>
<td>1, 5</td>
<td>26</td>
</tr>
<tr>
<td>4. work/travel</td>
<td>3, 4, 7, 8</td>
<td>235</td>
</tr>
<tr>
<td>5. other</td>
<td>10</td>
<td>4</td>
</tr>
</tbody>
</table>

The correspondence table is presented in Table 3. For each relevant attribute, there is an associated correspondence table in which rows represent the local databases, together with associated tables that hold the corresponding aggregates for each classification scheme, as presented in Table 2.

Table 3 Correspondence Tables for the “Reason for Loan Request” Attribute

A task is a short-duration unit of work that is executed as a sequence of one or more local transactions. A task can be modeled as an operation on one or more resources and typically modifies some of the attributes of those resources. For example, the task of purchasing/selling certain kinds of goods (application-defined resources) such as automobiles can be modeled as an operation in which the owner attribute of the resource is changed from the supplier to the buyer. An operation can be read-only, in which case the task is a read-only task.

In a business activity, the ACID properties of a traditional transaction are not appropriate for the following reasons. First, it is not necessary that all of the participants see the same result, an observation that has been well recognized in practice. For example, if reservations are requested from several alternative participants, typically, one participant will see a confirmation, and the other participants will see a cancellation. The Web Services Business Activity (WS-BA) specification [5] defines two outcome types, atomic outcome and mixed outcome, to support different kinds of business activities, including those where only some of the participants agree on the same outcome. Thus, the failure of one task does not need to result in the rollback of the entire business activity. Moreover, the effect of executing a business activity might not be completely reversible, because of the business logic.

### III. DATA INTEGRATION

We assume that the participants in a business activity are subject to crash faults but not arbitrary (Byzantine) faults. We present more details on faults within the participants in a business activity and discuss how those faults are handled later as part of the description of the reservation protocol instantiation. Moreover, we assume that the communication between different participants in a business activity is reliable. An implementation of a specification such as the Web Services Reliable Messaging (WS-RM) specification [16] can be used to achieve reliable communication.

We now develop an algorithm that allows us to integrate different aggregate views where the aggregates exhibit classification scheme heterogeneity. Such problems may not in general have a unique solution, but, in our case, the process of reduction to the dynamic shared ontology is guaranteed to lead to uniqueness.

#### A. Dynamic shared ontology

We consider an attribute A with corresponding domain D = (v1, ..., vk) Then, for aggregate view Vr, the domain D is partitioned into sets (r1, ..., rg) for r = 1, ..., m, where m = |cardinality of set Sr|, Here, rg is the number of categories in the classification scheme of attributes A in view Vr.

The EM algorithm is an intuitively appealing approach that is inherently reasonable since it maximizes both the likelihood and the information divergence. The algorithm proceeds by calculating those values of the integrated table that is unknown. If complete knowledge at the shared ontology granularity were available, the probabilities would be estimated by simply dividing the number of cases that take the respective values by the total cardinality. Where the number of cases that take a particular value is unknown, the number is replaced by approximating the corresponding data from the local databases that might take that value.

#### B. Algorithmic Approach

We now derive the formulas of the EM algorithm for this problem following standard notations. We start with an initial estimate \( \theta^0 \) (which can be either the ANOVA estimate or any other reasonable estimate). At the \((m + 1)\)th iteration, we update the current estimate \( \theta^m \) by completing the E-step and the M-step as follows.

**E Step:**

\[
Q(\theta, \theta^{(m)}) = \mathbb{E}[\mathcal{L}(\theta), \text{observed data}]
\]

The computation is simplified to:

\[
Q(\theta, \theta^{(m)}) = \sum_{j=1}^{k} \sum_{l=1}^{L} \sum_{i=1}^{n} \sum_{l=1}^{L} \mathcal{L}_{ij}(\theta)^{l(m)} t_i(\theta),
\]

Where \( \mathcal{L}_{ij}(\theta)^{l(m)} \) denotes the Pr(\(X_{ij} = j, Y_{ij} = k, X_{ij} = l|\text{observed data and } b(m)\)). It can be computed according to the following formula: If \( Y_i \) is observed,

\[
\theta^{(m)} = \frac{\theta_{ij}^{(m)}}{\sum_{j=1}^{k} \sum_{l=1}^{L} \sum_{i=1}^{n} \sum_{l=1}^{L} \mathcal{L}_{ij}(\theta)^{l(m)} t_i(\theta)}
\]

**M Step:**

Update the parameter estimate to the value \( \theta = \theta^{(m+1)} \) that maximizes Q0, \( \theta^m \). The maximization over \( \theta \) becomes rather simple if we further write out the expression

\[
Q(\theta, \theta^{(m)}) = \sum_{j=1}^{k} \sum_{l=1}^{L} \sum_{i=1}^{n} \sum_{l=1}^{L} \mathcal{L}_{ij}(\theta)^{l(m+1)} \log(\theta_{ij}^{(m+1)})
\]

Here, \( \text{obs}(Y) \) denotes the set of \( i's \) where \( Y_i \) is observed, and \( \text{obs}(Y) = |\text{obs}(Y)| \). The maximization of the above expression is very similar to a linear model.
and we find explicitly the following updating formula:

\[
P_{j,k,L}(y) = \sum_{x=1}^{n} P_{k,j,l}(x) \quad j = 1, 2, 3
\]

We consider only faults that are detected immediately so that a transaction can be aborted and retried immediately. Detection might involve the operating system, the database, the transaction or communication middleware, and custom coded application data validity checks. We do not consider faults that allow a transaction to appear to complete even though they yield incorrect results that were not detected. Following the detection of a fault in a transaction, the transaction or the entire business activity is aborted and retried. We assume that the standard transaction commits and abort mechanisms operate correctly. We consider only a single retry of the business activity and a single retry of compensating transactions when they are used.

We investigate the probability that all or a large number of business activities will complete successfully. Many businesses must process thousands or millions of activities every day. Each activity that does not complete successfully can involve difficult and expensive manual intervention. We investigate the probability that the databases of the business activity might be left in an inconsistent state, an inconsistency that might spread across multiple enterprises. Even a potential inconsistency can require difficult and expensive manual intervention. There is no intention that the calculations presented here provide accurate probabilities for any particular business application. They are intended only to investigate the effects on availability and consistency for the particular architecture chosen.

IV. EVALUATING THE PERFORMANCE

Scalability of the proposed algorithm for use in problem domains involving the integration of large numbers of databases is of critical importance. Here, we quantify heterogeneity by an overlap metric:

\[
\text{Overlap} = 1 - \frac{\text{Commonality}}{\text{Heterogeneity}}
\]

The results are presented in Table 4. We note that, where categories cannot be separated, however, such situations may be readily identified from the correspondence table since these categories have equal rows that are equal to no other row; collapsing could therefore be carried out in advance of computing the EM solution. The cardinalities in Table 4 are given by \(N * \prod_i\), where \(N = 1000\) is the cardinality.

**TABLE 4 Derived Cardinalities for the Indian Data**

<table>
<thead>
<tr>
<th>Category</th>
<th>Cardinality</th>
<th>Category</th>
<th>Cardinality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education</td>
<td>25.7</td>
<td>Furniture</td>
<td>105.7</td>
</tr>
<tr>
<td>Appliances</td>
<td>105.7</td>
<td>New car</td>
<td>116.9</td>
</tr>
<tr>
<td>Business</td>
<td>112.9</td>
<td>Used car</td>
<td>116.9</td>
</tr>
<tr>
<td>Repairs</td>
<td>116.9</td>
<td>Radio/TV</td>
<td>261.7</td>
</tr>
<tr>
<td>Retraining</td>
<td>25.7</td>
<td>Other</td>
<td>12</td>
</tr>
</tbody>
</table>

The tests were performed on a PC with a 133 MHz processor and a summary of the results for the test runs are presented in Figs. 1, 2, and 3. Here, the initial probabilities are uniform and each result is an average taken from 100 test runs. Figs. 1 and 2 shows that the time complexity is approximately linear with respect to the number of categories in both the
common ontology and the number of schema. Also, as the overlap increases, the execution time also increases. However, this increase is modest for realistic overlap values. Further, in Fig. 3, we demonstrate that the efficiency of the algorithm is not reduced by the presence of inconsistent data (see Fig. 3).

![Fig 3 Execution times by number of schemes for 20 categories.](image)

![Fig 4 Consistent and inconsistent data for 15 schemes and overlap 0.3.](image)

**VI. CONCLUSIONS AND FUTURE SCOPE**

The nature of work has been implemented new criterion on the execution of local and flexible transactions in the HDDBS environment. We have implemented a theory which facilitates the maintenance of global transactions, a concurrency control criterion that is stricter than global serializability in that it prevents the flexible transactions which are serialized Betties a flexible transaction and its compensating sub transactions to affect any data items that have been updated by the flexible transaction.

In this paper, we have presented an approach to data set integration that is capable of accommodating the allocation of dynamic shared ontology category values in the presence of aggregate inconsistencies and is therefore potentially appropriate for problems involving the integration of large numbers of databases. Our current methodology allows a user to answer a query involving heterogeneous aggregate views by first determining whether the information in the participating views is sufficient to answer the query, either fully or partially, and, if it is, then providing appropriate solutions. Such an approach has potential for application to interactive query processing in a distributed environment and could therefore, for example, assist users submitting queries over the internet that require retrieval of data from multiple data sources.
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