SPEECH RECOGNITION IN CAR NOISE ENVIRONMENTS USING MULTIPLE MODELS ACCORDING TO NOISE MASKING LEVELS
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ABSTRACT

In speech recognition for real-world applications, the performance degradation due to the mismatch introduced between training and testing environments should be overcome. In this paper, to reduce this mismatch, we provide a hybrid method of spectral subtraction and residual noise masking. We also employ multiple model approach to obtain improved robustness over various noise environments. In this approach, multiple model sets are made according to several noise masking levels and then a model set appropriate for the estimated noise level is selected automatically in recognition phase. According to speaker independent isolated word recognition experiments in car noise environments, the proposed method using model sets with only two masking levels reduces average word error rate by 60% in comparison with spectral subtraction method.

1. INTRODUCTION

In the presence of noise or channel distortions, performance of automatic speech recognizers is greatly reduced because of the mismatch introduced between training and testing environments. It is mostly due to the distortions induced by different channels, the intra- and inter-speaker variability, and environmental noise. Especially, for speech recognition in a car, the mismatch due to various environmental noise is to blame for the performance degradation. Approaches dealing with these problems have been classified into two categories[1]:

- speech enhancement which focuses on the restoration of either the waveform or the parameters of clean speech embedded in noise
- model compensation which aims at compensating and adapting the parameters of recognition models instead of extracting the optimal estimate of speech from a noisy speech signal

In this paper, we employ spectral subtraction method, one of speech enhancement techniques, to reduce the effect of added noise in speech. It estimates the magnitude spectrum of clean speech by explicitly subtracting noise magnitude spectrum from noisy magnitude spectrum. However, even after spectral subtraction, undesirable variations due to the residual noise still remain. To cope with this residual noise, we introduce noise masking technique which raises spectral subtracted magnitude value lower than a pre-defined masking level up to the masking level. In this technique, how the masking level is determined is an important issue. If the masking level is too low, the masking on noise becomes less effective. On the other hand, if the masking level is too high, speech signal itself becomes distorted. To alleviate the problem of selecting one appropriate masking level for various noise environments, we employ multiple model approach, where multiple model sets are made according to several noise masking levels and then a model set appropriate for the estimated noise level is selected automatically in recognition phase. Our experimental results indicate that the proposed method achieves excellent performance over various noisy environments.

This paper is organized as follows. In Section 2 we present a hybrid method of spectral subtraction and residual noise masking. In Section 3 we then describe recognition system using multiple model sets according to noise masking levels. In Section 4 we present experimental results. Finally we summarize our major findings and outline our future work.

2. SPECTRAL SUBTRACTION AND RESIDUAL NOISE MASKING

If noisy speech signal \( x(t) \) is given by
\[
x(t) = s(t) + n(t)
\]
where \( s(t) \) is clean speech signal and \( n(t) \) noise signal uncorrelated with \( s(t) \), then the Fourier transform of \( t \)-th windowed signal is given by
\[
X_i(\omega) = S_i(\omega) + N_i(\omega)
\]
Spectral subtraction is a typical speech enhancement technique which reduces the effects of added noise in speech[2]. The estimate of the magnitude of clean speech can be obtained by subtracting the noise magnitude spectrum from the noisy speech magnitude spectrum as follows[3].
\[
\hat{S}_i(\omega) = \begin{cases} 
X_i(\omega) - \alpha |N(\omega)|, & \text{if } |X_i(\omega)| - \alpha |N(\omega)| \geq \beta |N(\omega)| \\
\beta |N(\omega)|, & \text{otherwise}
\end{cases}
\]
where \( \alpha \) is an overestimation factor and \( \beta \) a spectral flooring factor. \( |N(\omega)| \) is the estimated noise magnitude spectrum determined by averaging several frames of noise spectrum typically during the initial non-speech intervals as follows.
\[
|N(\omega)| = \frac{1}{M} \sum_{i=1}^{M} |N_i(\omega)|
\]
Even after spectral subtraction, undesirable variations due to the residual noise still remain. This is clearly shown in Figure 1.
Figure 1 shows mel-scaled filter bank energy contours at a specific frequency band with center frequency of 820 Hz. In this figure, (a) is the filter bank energy contour of original clean and noisy speech, and (b) is the one after spectral subtraction. We can see from Figure 1(b) that frame-by-frame fluctuations still remain mainly in non-speech intervals, and these are major source of mismatch between clean and noisy speech. To reduce the mismatch due to the residual noise, we introduce noise masking technique. This approach has already been proposed in [7]. Noise masking is a psychological phenomenon which reduces the perception of speech sounds in the presence of noise[1]. A speech recognition system utilizing this effect can reduce the contribution of low energy regions in the discrimination. In other words, speech spectra can be modified to immune the system from variations on background noise[4][5][6]. A simple noise masking such as Klatt’s technique, which replaces the model mean or the observation with composite mask in case that either the model mean or the observation is below the composite mask, provided robust performance for speaker dependent digit recognition with an SNR as low as 3dB[6].

In this paper, by raising the spectral components lower than the pre-defined masking level up to the masking level, we remove the residual noise which still remains after spectral subtraction and thereby reducing the mismatch between two different environments, especially in non-speech intervals as shown in Figure 1(c). Thus noise masking technique in this paper is implemented by taking larger value as the resultant spectrum between spectral subtracted magnitude spectrum and a predefined masking level (\(Y(\omega)\)).

\[
Y(\omega) = \max\left[|\hat{S}(\omega)|, ML\right]
\]

where \(\hat{S}(\omega)\) is the spectral subtracted magnitude spectrum and \(Y(\omega)\) is the resultant spectrum of spectral subtraction and residual noise masking. The practical problem of this approach is how the masking level is determined.

3. RECOGNITION SYSTEM USING MULTIPLE MODELS ACCORDING TO MASKING LEVELS

Although the hybrid method of spectral subtraction and residual noise masking mentioned above is effective in reducing mismatch between two different environments, it requires an appropriate choice of the masking level. If the masking level is too low, the masking on noise becomes less effective. On the other hand, if the masking level is too high, speech signal itself becomes distorted. Therefore, it seems not feasible to treat various noise environments effectively with only one masking level. In order to alleviate this problem, we introduce multiple model approach based on several representatives masking levels. In this approach, multiple model sets are made according to several noise masking levels, and then a model set appropriate for the estimated noise level of input speech is selected automatically in recognition phase.

Recognition procedure using the proposed multiple models is as follows. Assuming that several frames of initial input speech signal are non-speech intervals, noise characteristics such as mean and standard deviation of mel-scaled filter bank energy are extracted from those frames. Spectral subtraction is performed by regarding the mean as the noise estimate for each filter bank

\[
\frac{5}{5}
\]
output. After that we determine the noise masking level using the measured standard deviation of noise frames, based on the idea that the amount of fluctuations due to residual noise after removing the noise mean from input speech signal by spectral subtraction is related to the noise standard deviation. In this paper, masking level is determined by

\[ ML_{dB} = 20 \log_{10}(\sigma \times \gamma) \]  

(6)

where \( \sigma \) is the measured noise standard deviation and \( \gamma \) is the weighting factor for \( \sigma \). The above masking level is then quantized into one of several representative masking levels so as to reduce the number of required models, or consequently the memory requirement of the system. Figure 2 illustrates our approach of masking level quantization in case of the system with three model sets according to three representative masking levels \( ML_1, ML_2 \) and \( ML_3 \).

\[ \text{Figure 2: Example showing the quantization of masking level into one of the representative masking levels.} \]

According to the quantized masking level, residual noise masking is performed on the spectral subtracted magnitude spectrum by Eq.(5). Final feature parameters are computed by taking logarithm of the resultant spectrum and discrete cosine transform(DCT). In recognition module, the recognizer takes over the information of the quantized masking level and performs recognition using the model set with that masking level. This technique can improve the robustness of system, because the recognition system can consider various noise environments by recognizing with an appropriate model set which is selected based on the automatic noise environment analysis.

4. EXPERIMENTS AND RESULTS

4.1. Database and recognition system

The speech data used in our experiments are 50 isolated words for command and control in car. These were recorded at 8kHz sampling rate, from 59 male speakers. We used the data from 49 speakers for training, those from the rest 10 speakers for test. The car noise data were recorded from five different environments in car: stop without starting an engine(env1), stop with starting an engine (env2), driving in a low traffic road(env3), driving in a heavy traffic road(env4) and driving in an express highway(env5). The average SNR of these noise environments are 21dB, 10dB, 2dB, 0dB and -5dB, respectively. The noisy speech was simulated by adding speech data and the scaled noise data so as to have the same SNR as for real environments.

Discrete HMM for each isolated word was modeled using HTK. The size of codebook used is 64, and the number of states of each word model is determined as three times the number of phonemes in the word. Feature parameters used are mel-frequency cepstral coefficients(MFCCs), which is known as relatively robust to noise. 12 MFCCs are computed every 10ms with an analysis window of 20ms, from 26 triangular filter bank outputs.

4.2. Evaluations and results

At first, baseline test without any processing and the test with standard spectral subtraction were performed. The results are shown in Table 1, and it can be seen that the average recognition rate using spectral subtraction is slightly higher than that of baseline. Relatively lower performance improvement of spectral subtraction seems to be due to the non-stationary characteristics of car noise in our experiments.

\[ \text{Table 1: Recognition rate of baseline and spectral subtraction(Sp. Sub.)} \]

<table>
<thead>
<tr>
<th>Clean speech</th>
<th>Noisy speech</th>
<th>Ave.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base-line</td>
<td>96.4</td>
<td>93.0</td>
</tr>
<tr>
<td>Sp. Sub.</td>
<td>95.6</td>
<td>93.6</td>
</tr>
</tbody>
</table>

Next, we performed the test using the hybrid method of spectral subtraction and residual noise masking. Table 2 shows the recognition rates of hybrid method with single masking level according to various pre-defined masking levels from 69dB to 86dB.

\[ \text{Table 2: Recognition rate of hybrid method using spectral subtraction and residual noise masking} \]

From above tables, the hybrid method for the case of \( ML = 69 \text{dB} \) reduced recognition errors by 52% and 57% in comparison with spectral subtraction and baseline, respectively. For clean speech test, as masking level goes higher, recognition rate is reduced because of the increased distortions in speech.

Recognition experiments with multiple model sets are performed as follows. Noise mean and standard deviation of mel-scaled
5. CONCLUSIONS

This paper proposed a pre-processing technique for robust speech recognition in car noise environments. The proposed method is based on the hybrid method of spectral subtraction and the residual noise masking, and employs multiple model approach, where multiple model sets are made according to several noise masking levels and then a model set appropriate for the estimated noise level is selected automatically in recognition phase. Our experimental results indicated that the proposed method with only two model sets yield about 60% decrease in error rate over various noisy environments. Since we used only clean data for training in our experiments, additional performance improvement is expected by including various noisy speech data for training. Our further works includes introduction of frequency-dependent masking level and applying multiple model method in this case. Experiments are being performed using noisy speech data recorded in a car instead of the simulated noisy speech data.
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