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Abstract—In this paper, we consider the operation optimization for a microgrid (MG) aggregator which can procure energy from various sources including the pool market and local distributed energy resources (DERs) to serve MG customers. We assume that the MG aggregator sells electricity to customers at a predefined retail rate and it also offers customers various contracts for adjusting their loads. Our design objective is to determine the optimal hourly bids that the MG aggregator submits to the day-ahead (DA) market to maximize its profit. To deal with various uncertainties, a risk-constrained scenario-based stochastic programming framework is proposed where the MG aggregator’s risk aversion is modeled using conditional value at risk (CVaR) method. The proposed formulation enables customers’ demand response (DR) aggregation to be integrated into the operation of the MG aggregator via contractual agreements. This design is not only beneficial for both MG aggregator and customers, but also facilitates the operation of the system operator (SO) since a single entity (i.e., the MG aggregator) is visible to the SO instead of two separate entities (i.e., a MG aggregator and a DR aggregator). Extensive numerical results are shown to demonstrate the effectiveness of the proposed framework.

Index Terms—Demand response aggregation, conditional value at risk, two-stage stochastic optimization, microgrid aggregator.

NOMENCLATURE

Indices

\( \cdot \), \( i \), \( w \), \( k \) At time \( t \) in scenario \( s \)
\( \hat{\cdot} \) Indices of DGs, WPs, and BESs
\( r \) Indices LC/LS contracts
\( t, s \) Indices of time slots and scenarios

Parameters and Constants

\( \beta \) Risk-aversion parameter
\( \Delta T \) Duration of time slot (h)
\( \eta_{k,v}^{\hat{D}} \) Charging/discharging efficiency of BES \( k \)
\( e_{r}^{L} \) Cost of involuntary load curtailment ($/MWh)
\( c_{w,t}^{L} \) Cost of wind energy from WP \( w \) ($)
\( c_{r,t}^{L}, c_{r,t}^{S} \) Capacity cost of LC/LS contract \( r \) ($/MWh)
\( e_{D}^{L} \) Electricity retail price ($/MWh)
\( E_{k} \) Capacity of BES \( k \) (MWh)
\( e_{2}^{R} \) Penalty for deviation between DA schedule and actual delivery ($/MWh)
\( N_{K}, N_{G} \) Number of BESs and DGs
\( N_{LC}, N_{LS} \) Number of LC/LS contracts
\( N_{S}, N_{T} \) Number of scenarios and time slots
\( N_{W} \) Number of WPs
\( p \) DR price scaling factor
\( P_{\text{min}}^{i} \) Min power generation of unit \( i \) (MW)
\( P_{\text{max}}^{i} \) Max power generation of unit \( i \) (MW)
\( P_{\text{grid}}^{k} \) Max exported/imported power (MW)
\( P_{C}^{k} \) Max charging/discharging power of BES \( k \) (MW)
\( q_{r,t}^{L} \) DR load quantity scaling factor
\( q_{r,t}^{S} \) Power quantity of LC/LS contract \( r \) (MW)

Stochastic Parameters

\( \rho_{s} \) Probability of scenario \( s \)
\( D_{t,s} \) Base load (MW)
\( e_{D(t,s)}^{RT} \) DA/RT price ($/MWh)
\( P_{w,t,s} \) Available output power of WP \( w \) (MW)

First-stage Variables

\( C_{t,s}^{L,1} \) Total capacity payment for all LC contracts ($)
\( C_{t,s}^{L,2} \) Total capacity payment for all LS contracts ($)
\( C_{t,s}^{D} \) DA bid (MW)
\( P_{C}^{k,t,s} \) Total scheduled LC/LS capacity (MW)
\( P_{t,s} \) Binary variable, “1” if LC/LS contract \( r \) at time \( t \) is scheduled

Second-stage Variables

\( b_{k,t,s}^{D} \) Binary variable, “1” if charging/discharging
\( C_{t,s}^{L,1} \) Total energy payment for all LC contracts ($)
\( C_{t,s}^{L,2} \) Total energy payment for all LS contracts ($)
\( D_{t,s}^{ILC} \) Involuntary load curtailment (MW)
\( I_{t,s} \) Commitment status of DG \( i \) \( \{0, 1\} \)
\( P_{t,s} \) Power generation of DG \( i \) (MW)
\( P_{C}^{k,t,s} \) Charging/discharging power of BES \( k \) (MW)
\( D_{t,s}^{ILC} \) Actural power delivery (MW)
\( P_{t,s}^{ILC} \) Total LC/LS deployment (MW)
\( P_{t,s}^{ILC} \) Power curtailment of WP \( w \) (MW)
\( S_{i} \) SOC of BES \( k \)
\( S_{U_{i}} \) Startup cost of DG \( i \) ($)
\( u_{r,t,s}^{L,1} \) Binary variable, “1” if LC/LS contract \( r \) at time \( t \) is deployed in scenario \( s \)
\( v_{r,t,s} \) Load recovering indicators of LS contracts

I. INTRODUCTION

Demand response (DR) is a vital component in the future smart grids, which can be employed to facilitate the integration of intermittent and variable energy sources such as wind or solar energy into the power system, and to ensure the balance between demand and supply. DR also has great potential to reduce peak load, which helps defer the need of generation capacity expansion as well as reduce the system operation cost and carbon footprint by operating a smaller number of generators to meet the peak load. In fact, after the release of Order 745 issued by Federal Energy Regulatory Commission (FERC) [1], several DR programs have been introduced by system operators to encourage participation of various DR sources in the power system [2], [3].

Research on DR issues has received lots of interests in recent years. References [4]–[9] proposed various market clearing models considering the DR integration. In [10], the authors presented a real-time DR model for customers...
in response to time-varying electricity price using robust optimization techniques. Chen et al. [11] employed online stochastic programming and robust optimization methods to minimize the total energy cost for residential household with flexible loads. A novel optimization framework was introduced in [12] to maximize the profit of a DR aggregator in the day-ahead (DA) energy market. Furthermore, various load reduction strategies were proposed in [12].

Microgrid (MG) is another important concept in the smart grids. A MG can be defined as a cluster of distributed energy resources (DERs) and associated load where it can maintain the operation while being disconnected from the main grid in certain circumstances. Deployment of MGs can facilitate efficient demand side management and integration of renewable energy sources (RESs) at the distribution level. MG research has drawn a great deal of attention from the research community recently. In [13]–[20], the authors proposed various models to optimize the operation of MGs. In most existing works, the MG aggregator is considered as a non-profit agent, which can fully control local DERs and load. Major design goals in these existing works are either to minimize the operating cost for the whole MG or to balance the local energy generation and demand. The MG aggregator can also participate in the energy market and sell electricity to customers [21]. In [22], the authors introduced a framework for co-optimization of generation and transmission planning considering the installation aspects of MGs.

In this paper, we focus on the operation optimization of a MG aggregator that trades energy in the pool market and procures energy from local DERs to serve MG customers. Our design objective is to determine the optimal bidding strategy for the MG aggregator in the DA energy market and schedule the energy dispatch in real time to maximize the profit of the aggregator. In addition, the concept of DR aggregation contracts [12] between the MG aggregator and customers is integrated into the bidding decision making process of the aggregator. Our design enables the MG aggregator to exploit the flexibility of the load to mitigate the negative impacts of the uncertainties due to renewable energy generation and electricity prices, which, consequently, increases the profit. Moreover, MG customers can reduce their bills by receiving rewards from the MG aggregator for their DR capabilities. In our proposed framework, the MG aggregator and DR aggregator are merged into one single entity, which would ease the operation of the SO.

The power scheduling and bidding problem for the MG aggregator is formulated as a two-stage scenario-based stochastic program which accounts for various uncertainties in the system. Furthermore, risk control is embedded in the proposed optimization framework by employing the conditional value at risk (CVaR) approach [23]–[25]. Indeed, CVaR is a well-known risk measure that has been widely used in various energy management problems for different entities in the electricity market such as retailers [26]–[28], producers [29]–[32], distribution companies [33], energy customers [34], and in generation operation planning [35], optimal power flow [36] as well as coordinated energy trading problems [37], [38]. The main contributions of this paper can be summarized as follows:

- We introduce a comprehensive model for power scheduling and bidding operation of a MG aggregator in the deregulated electricity market considering RESs and DR. The proposed model is general, which can be applied to other entities such as a distribution company (DISCO), a retailer, or a load serving entity (LSE) [24] where these entities could act as a MG aggregator.
- We present a novel DR settlement scheme between the MG aggregator and MG customers. A similar principle to generation unit commitment (UC) concept in DA market clearing problem is utilized by the MG aggregator to schedule DR contracts. A risk-constrained two-stage stochastic programming formulation is proposed to represent the underlying optimization problem where the risk aversion of the MG aggregator is captured by using the conditional value at risk (CVaR) approach.
- Extensive simulation results are presented to illustrate the great benefits of establishing DR contracts between the MG aggregator and MG customers. Also, the impacts of different system and design parameters on the optimal solution are evaluated via the sensitivity analysis.

The remainder of this paper is organized as follows. Section II describes the system model and the solution approach. Detailed problem formulation is presented in Section III. Several case studies and numerical results are provided in Section IV. Finally, Section V states the concluding remarks and discusses some directions for future works.

II. SYSTEM MODEL AND MODELING APPROACH

A. System Model

We consider a large-scale MG (i.e., average hourly load is in the range of several MW), which could represent a residential community or a large university campus for example. The MG aggregator sells electricity to MG customers at a fixed retail rate, which is based on the agreement between the aggregator and its customers, and it can also procure energy from various energy sources including local DERs and the wholesale electricity market. The DERs can be renewable sources, non-renewable sources, and BESs. The MG aggregator itself may own several wind power units (WPs) or it may have take-or-pay contracts to buy wind energy from local wind farms [13]. In a take-or-pay contract, we make the same assumptions as in [13] where the MG aggregator agrees to buy all available wind energy generation from wind farms. The wind energy price that the MG aggregator pays to wind farms is typically lower than the electricity price from the energy market. Furthermore, we assume the MG aggregator possesses a few BESs and several DGs such as microturbines, fuel cells, and diesel generators.

The MG aggregator can also procure extra energy from the wholesale market. Additionally, the MG aggregator is allowed to sell energy back to the market when the local generation is surplus (e.g., during high wind periods). We assume the MG aggregator is a price-taker; thus, it needs to submit only the hourly power bid quantities to the DA market, and the revenue (cost) obtained from selling (buying) electricity in the market is settled at the Market Clearing Price [24], [39]–[41].

The operation of the MG in the energy market is summarized as follows. The MG aggregator submits the hourly power quantities that it commits to buy/sell in the DA market to the market operator (MO) several hours before the operating day. For example, in PJM DA energy market [2], selling/buying bids must be submitted to the MO by 12 P.M. of the day before. During the operating day, depending on

1In some markets, it is called Power Purchase Agreements (PPAs).
actual conditions of the system (e.g., actual wind generation and load), the MG aggregator may participate in the real-time (RT) energy market to compensate for the deviation from the DA schedule. The deviation between the DA schedule and the actual power delivery may be subject to an energy imbalance charge imposed by MO [24], [30], [39]–[42]. Additionally, the MG aggregator also needs to make decisions on battery charging/discharging, unit commitment, energy dispatch for DGs, and wind energy dispatch over the operating day.

We assume that the MG aggregator offers DR programs including load curtailment (LC) and load shifting (LS) contracts to MG customers. The MG aggregator itself can directly communicate with customers or it can make these LC/LS contracts available through an intermediate agent (e.g., a DR aggregation agent) to collect the aggregated DR offers from MG customers. The MG aggregator rewards customers who participate in the DR programs through two types of payments, namely capacity payment and energy payment [9]. If a LC/LS contract is scheduled, it will receive a capacity payment based on the scheduled LC/LS quantity in the contract. If a LC/LS contract is both scheduled and deployed in the operating day [12], it will receive an additional energy payment. Each LC contract includes the LC quantity, the capacity price, and the energy price for each time slot during the operating day [12]. Each LS contract includes the LS quantity, the capacity price, the energy price, and the set of time slots to which the offered load in the LS contract can be shifted [12]. Detailed LC contracts and LS contracts will be further discussed in Sections III-A7 and III-A8, respectively.

B. Stochastic Optimization Approach

The MG aggregator faces various uncertainties in system load, wind energy generation, and DA and RT electricity prices when it makes the DA bidding decision. To deal with these uncertainties, the two-stage scenario-based stochastic programming approach is employed [24]. Specifically, we employ the Monte Carlo simulation with Latin Hypercube Sampling (LHS) technique [43], [44] to generate a large number of scenarios representing the uncertain parameters based on their corresponding distribution functions [24], [37]. Each scenario captures the information of the hourly load, the hourly wind speed, and the DA and RT electricity prices in the operating day. Wind power can be calculated from wind speed based on the wind power curve. We employ the piecewise linear approximation of the wind power curve as follows [45]:

$$P = \begin{cases} 
0, & \text{if } v \leq v^{ci} \text{ or } v \geq v^{co}, \\
\frac{P^r}{v^{co} - v^{ci}}, & \text{if } v^{ci} \leq v \leq v^{co}, \\
P^r, & \text{otherwise}
\end{cases}$$

where $P$ is the available wind power generation, $P^r$ is the rated power of the wind turbine, $v$ is the wind speed, and $v^{ci}$, $v^{co}$, and $v^{r}$ are the cut-in, cut-out, and rated wind speeds, respectively.

The scenario generation process can be implemented as follows. We assume that the MG aggregator can obtain forecast data from a local forecasting center or the MG aggregator itself has suitable tools to forecast the system uncertainty factors with a high degree of accuracy. State-of-the-art forecasting techniques such as time series prediction, artificial neural networks, and support vector machines can be utilized for forecasting the wind speed, electricity prices, and load [24]. In other words, we suppose that the forecasts for uncertainties in the considered system model can be achieved, whose detailed design is outside the scope of this paper.

Any forecasting techniques can suffer from forecasting errors and modeling such forecasting errors is an important research topic itself, which is not the focus of this paper. In addition, an efficient model for the forecasting errors can also depend on the considered data sets. To enable the considered MG operation optimization design, we assume that the MG aggregator can fit the forecasting error data into appropriate distributions or time series based on the historical actual data and forecast data over a sufficiently long period (e.g., one year). For simplicity, the forecasting errors of wind speed, system load, DA and RT electricity prices are assumed to follow normal distributions with zero-mean and the standard deviations are 5%, 10%, 20%, and 25% of their corresponding forecast values. The standard deviation for RT price is set to be higher than that for DA price to reflect a typical scenario in practice [39]. Furthermore, we assume that the system uncertainties are independent [9]. Modeling the correlation among the uncertain parameters is also beyond the scope of this paper. Note that the assumption that forecasting errors of system load, wind, and electricity prices follow normal distributions can be found in many previous works [9], [11], [15], [17], [18], [37], [39], [41], [43], [46]. However, other distributions (e.g., Weibull distribution for wind speed) or other scenario generation methods can also be used for our proposed optimization framework.

Based on the distributions of uncertainty parameters, 5000 scenarios with even probability (1/5000) are generated by using the Monte Carlo simulation with LHS technique. On one hand, it is desirable to generate a larger number of scenarios to reliably capture the underlying system uncertainty factors. However, the number of generated scenarios directly impacts the computation complexity of the proposed scenario-based stochastic optimization problem. On the other hand, a too small number of scenarios may reduce the accuracy of the results. Therefore, the tradeoff between computational complexity and modeling accuracy needs to be considered. Guided by some in-sample and out-of-sample stability tests, we have decided to select 100 scenarios in the reduced scenario tree.

The key idea in scenario reduction is to eliminate scenarios with very low probabilities and to aggregate scenarios of close distances based on certain probability metric [43], [47], [48]. The outputs of a scenario reduction algorithm are a set of a smaller number of scenarios and their corresponding probabilities. We used GAMS/SCENRED package [50], [51] to implement the scenario reduction process. Due to its computational advantage, the fast-forward scenario reduction technique [24], [34], [47]–[49] is utilized to reduce the original 5000 scenarios to 100 scenarios. In the fast-forward reduction algorithm, the reduced scenario tree is built by selecting/adding one scenario from the original tree at each iteration. Therefore, this algorithm has low computation time, which is critical since we have to process a very large number of scenarios to attain a small number of scenarios (e.g., from 5000 scenarios to 100 scenarios in this paper) [24], [47]–[49]. All simulations required to obtain numerical results in Section...
IV are implemented on a desktop computer with 3.5 GHz Intel Core i7-3370 CPU and 16GB RAM. The computation time needed for reducing from 5000 scenarios to 100 scenarios using GAMS/SCENRED is less than 35 seconds.

C. Risk Management

The actual profit of the MG aggregator in the proposed stochastic optimization model is indeed a random variable [24]. In the risk-neutral formulation, we solely maximize the expected value of the profit while ignoring the remaining parameters characterizing the distribution of the profit [23], [24], [49]. However, the achieved optimal expected profit may come with a high level of profit variability and entail a high possibility of low profits or even negative profits (losses). A risk management scheme is typically desired to control the outcome volatility and avoid non-desirable profit distributions due to various system uncertainties.

Several risk measures (e.g., variance, shortfall probability, expected shortage, value-at-risk, conditional value at risk, stochastic dominance) have been proposed in the literature to control the trade-off between expected profit and the variability of such profit [24]. In this paper, the MG aggregator’s risk aversion is modeled by using the conditional value at risk (CVaR) method due to its advantage and popularity over other risk measures available in the literature [24]. Rich literature on CVaR methodology can be found in [23]–[38].

The conditional value at risk at α confidence level (α-CVaR) can be defined as the expected value of the profit smaller than the (1-α)-quantile of the profit distribution. In other words, in the scenario-based stochastic optimization method, α-CVaR is defined approximately as the expected profit in the (1-α) x 100% worst scenarios [24], [30]. The (1-α)-quantile of the profit distribution is known as Value-at-Risk (VaR), which is the largest value ensuring that the probability of obtaining a profit less than that value is lower than 1-α, ∀α ∈ (0, 1). The α-CVaR is the optimal value of the objective function in the following optimization problem [23], [24], [26], [27], [30]:

$$\max_{\xi, \eta_s} \xi - \frac{1}{1-\alpha} \sum_{s=1}^{NS} \rho_s \eta_s$$

subject to

$$\eta_s \geq \xi - \text{profit}_s, \ \forall s$$

$$\eta_s \geq 0, \ \forall s$$

where α is the confidence level, profit_s is the profit in scenario s, ρ_s is probability of scenario s, ξ presents VaR, η_s is an auxiliary non-negative variable equal to the difference between VaR and profit_s if profit_s is smaller than VaR, and equal to zero otherwise. Intuitively, η_s measures the distance between VaR and the profit in scenario s when the profit in scenario s is smaller than VaR.

When CVaR is considered, we attempt to maximize the sum of the expected profit and the CVaR value of the profit multiplied by a weighting parameter (i.e., risk aversion parameter β) instead of maximizing the expected profit alone. The CVaR at α confidence level can be integrated into the risk-neutral problem by modifying the objective function as follows [24], [26], [30], [37]:

$$\max \sum_{s=1}^{NS} \rho_s \text{profit}_s + \beta \text{CVaR}$$

Furthermore, the constrains (3)-(4) must be added to the set of constraints in the original risk-neutral optimization problem. Here, β is the risk-aversion parameter. When β is equal to zero (i.e., risk control is not considered), the MG aggregator is a risk-neutral decision maker. Moreover, the MG aggregator becomes more risk-averse as β increases.

D. Implementation Issues

The proposed optimization framework can be implemented as follows. In the day before the operating day, the MG aggregator collects all the LC/LS contract information (e.g., from a DR aggregation agent), forecasts system uncertainties including system load, wind generation, and DA and RT electricity prices over the operating day, then runs the scenario generation and scenario reduction algorithms. The inputs to the underlying optimization problem, which will be presented in Section III, include LC/LS contract information, specification parameters of system components such as BESs and DGs, and a set of scenarios representing the system uncertainties.

When all these inputs are available, the MG aggregator calculates the optimal hourly energy bids for buying/selling electricity in the DA market and submits the optimal bidding decision to the market operator before a predefined bidding deadline (e.g., 12 P.M. of the day before the operating day). Also, the MG aggregator computes the optimal scheduled LC/LS quantities in DR contracts4. Customers with scheduled LC/LS contracts will receive capacity payments which are proportional to the optimal scheduled LC/LS quantities. The optimal DA bidding decision and the optimal scheduled DR capacity decision are the first-stage decision variables in the proposed two-stage stochastic optimization model. These decisions must be made before the system uncertainties are unveiled considering possible realizations of uncertainties at the second stage.

In addition to first-stage decisions, the outputs of the optimization problem contain second-stage decisions (recourse decisions) which are made after the uncertainties are disclosed, and they depend on the first-stage decisions. Each scenario (i.e., one realization of the system uncertainties) corresponds to a set of second-stage decisions which include the actual power delivery between the MG and the main grid, the operation of DGs, charging activities of BESs, decisions on actual deployment of LC/LS contracts, and involuntary load curtailment as well as wind energy curtailment.

In summary, the MG operation optimization is formulated as a two-stage stochastic program where the first-stage decisions include the hourly power quantities that the MG aggregator submits to the DA market, and the commitment statuses of LC and LS contracts while the second-stage decisions are the actual power delivery, the operation of DGs, charging/discharging decisions of BESs, the deployment of LC and LS contracts, and the amount of involuntary load curtailment and wind energy curtailment. The outcomes of the optimization problem include both first-stage and second-stage decisions.

4These decisions correspond to commitment statuses of LC and LS contracts.
III. PROBLEM FORMULATION

A. Risk-Neutral Stochastic Optimization Formulation

In the risk-neutral formulation, the objective of the MG aggregator is solely to maximize its expected profit. The objective and constraints of the risk-neutral problem are presented in the following.

1) Objective Function: We are interested in maximizing the expected profit of the MG aggregator as follows:

$$\max \sum_{s=1}^{NS} \rho_s \text{Profit}_s$$

where the profit of the MG aggregator in scenario $s$ is

$$\text{Profit}_s = \sum_{t=1}^{NT} \left( \Delta T [e^R(D_{t,s} - P_{t,s}^{LRC} - D_{t,s}^{LRC}) + P_{t,s}^{DA} e_{t,s}] + (P_{t,s}^{del} - P_{t,s}^{rt}) e_{t,s} - c_{t,s} P_{w,t,s} \right).$$

The objective function is the sum of the revenues obtained from selling electricity to the MG customers and trading energy in electricity markets, minus the operating cost of WPs (or the cost of purchasing energy from WPs), the involuntary load curtailment penalty, the payments for LC and LS contracts, the operating cost, and start-up cost of DGs. Note that the operating cost of a WP is typically small. Therefore, for a MG aggregator-owned WP $w$, we can set $c_w$ to 0; and for any WP $w$ which is not owned by the MG aggregator, $c_w$ is set equal to a positive value representing the price that the MG aggregator agreed to buy energy generated from WP $w$.

In the following, equation (9) represents the expected revenue of the MG aggregator due to selling electricity at fixed retail rate ($e^R_t$) to MG customers. In scenario $s$, the total original load over the scheduling day is $\Delta T \sum_{t=1}^{NT} D_{t,s}$, and the total amount of load curtailment is $\Delta T \sum_{t=1}^{NT} (P_{t,s}^{LRC} + D_{t,s})$ where $P_{t,s}^{LRC}$ is the total LC amount from all LC contracts at time $t$. The net revenue of the MG aggregator via trading in the energy market is given in (10), which is equal to the revenue obtained from selling/buying energy in DA and RT markets minus the energy imbalance charge for the deviation between the DA schedule and the RT power delivery [30], [39], [42].

Also, the power traded between the MG aggregator and the main grid in RT market at time $t$ in scenario $s$ is $P_{t,s}^{DA} - P_{t,s}^{RT}$.

$$\text{Rev}_{\text{market}} = \sum_{s=1}^{NS} \rho_s \sum_{t=1}^{NT} \Delta T (e^R(D_{t,s} - P_{t,s}^{LRC} - e^R P_{t,s}^{LRC} - e^R D_{t,s}))$$

The system constraints are given in the following.

2) Power Exchange with Main Grid: We must have

$$-P_{t,s}^{\text{grid}} \leq P_{t,s}^{\text{del}} \leq P_{t,s}^{\text{grid}}, \forall t, s; \quad -P_{t,s}^{\text{grid}} \leq P_{t,s}^{\text{DA}} \leq P_{t,s}^{\text{grid}}, \forall t, s.$$
7) Load Curtailment: Each LC contract \( r \) includes the information of LC capacity price \( c_{r,t}^{LC} \), LC energy price \( c_{r,t}^{EC} \), and the aggregated LC quantity at time slot \( t \) \( q_{r,t}^{LC} \) from the customers [12]. Similar to [9], we consider two kinds of payments of the MG aggregator for LC participants, namely capacity payment and energy payment. If a LC contract \( r \) is scheduled to be possibly curtailed at time \( t \) in the operating day, it will receive a capacity payment. If a LC contract \( r \) is scheduled at time \( t \) (i.e., \( U_{r,t} = 1 \)) and it is actually curtailed (i.e., \( u_{r,t,s}^{LC} = 1 \)), it will receive an additional energy payment. For \( \forall r,t,s \), we have the following constraints:

\[
P_{t}^{LC} = \sum_{r=1}^{NLC} q_{r,t}^{LC} U_{r,t} \quad P_{t}^{EC} = \sum_{r=1}^{NLC} q_{r,t}^{EC} U_{r,t} \quad (26)
\]

\[
C_{t,s}^{LC} = \sum_{r=1}^{NLC} c_{r,t}^{LC} U_{r,t,s} \quad (27)
\]

\[
C_{t,s}^{LS} = C_{t,s}^{LS,1} + C_{t,s}^{LS,2} \quad (28)
\]

The total scheduled LC capacity from all LC contracts at time \( t \) and the total realized (actually deployed) LC from all LC contracts at time \( t \) in scenario \( s \) is captured in (26). Equations in (27) describe the total capacity payment and total energy payment for all LC contracts at time \( t \). Total payment for LC contracts at time \( t \) in scenario \( s \) is presented in (28), which also indicates that a LC contract \( r \) at time \( t \) can only be deployed if it is already scheduled in the day before the operating day.

8) Load Shifting: Similar to LC contracts, each LS contract \( r \) includes similar information of prices \( c_{r,t}^{LS,1}, c_{r,t}^{LS,2} \) and aggregated quantity \( q_{r,t}^{LS} \) in each time slot \( t \). Additionally, each LS contract \( r \) comprises the set of time slots \( (LST_{r,t}) \) to which the offered load in LS contract \( r \) at time \( t \) can be shifted. Hence, for \( \forall r,t,s \), we have

\[
P_{t}^{LS,1} = \sum_{r=1}^{NLS} q_{r,t}^{LS,1} U_{r,t} \quad P_{t}^{LS,2} = \sum_{r=1}^{NLS} q_{r,t}^{LS,2} U_{r,t} \quad (29)
\]

\[
C_{t,s}^{LS,1} = \sum_{r=1}^{NLS} c_{r,t}^{LS,1} U_{r,t,s} \quad C_{t,s}^{LS,2} = \sum_{r=1}^{NLS} c_{r,t}^{LS,2} U_{r,t,s} \quad (30)
\]

\[
C_{t,s}^{ILC} = C_{t,s}^{ILC,1} + C_{t,s}^{ILC,2} \quad (31)
\]

\[
U_{r,t,s} \leq U_{r,t,s} \quad (32)
\]

where \( T_{r,t}^{LS} \) is the set of time slots during which LC contract \( r \) offers a positive LS quantity. The constraints (29)-(32) for LS contracts are similar to those for LC contracts. Furthermore, for \( \forall r,t,t',s \), we have following additional constraints:

\[
v_{r,t,t',s} = 0, \forall t' \notin LRP_{r,t} \quad (33)
\]

\[
v_{r,t,t',s} = u_{r,t,s}, \forall t' \in LRP_{r,t} \quad (34)
\]

\[
P_{t}^{ILC} = \sum_{r,t,s} p_{t}^{ILC} U_{r,t,s} \quad (35)
\]

where \( v_{r,t,t',s} \) is an auxiliary binary variable, which is equal to “1” if the offered load in LS contract \( r \) at time \( t \) is deployed and recovered at time \( t' \) in scenario \( s \), and \( LRP_{r,t} \) is the set of time slots to which the offered load in LS contract \( r \) at time \( t \) can be shifted. Constraint (33) implies that the offered LS load in LC contracts cannot be shifted beyond the sets of time slots when the load can be recovered (i.e., sets \( LRP_{r,t} \)), and if a LC contract at time \( t \) is deployed, the offered LS quantity must be shifted to a time slot which is different from \( t \). Equation (34) states that if a LS contract \( r \) is scheduled and deployed at time \( t \) in scenario \( s \) (i.e., \( u_{r,t,s} = 1 \)), the offered LS load must be shifted to a time slot in \( LRP_{r,t} \). Obviously, if the load is not scheduled or is scheduled and not deployed (i.e., \( u_{r,t,s} = 0 \)), constraint (34) forces all \( v_{r,t,t',s} \) to be zero. The first equation in (35) captures the amount of load recovered (i.e., \( P_{t}^{ILC} \)) from shifting load in contract \( r \) at time \( t \) to time \( t' \) in scenario \( s \) while the other equation indicates the total load is shifted from contract \( r \) to time \( t' \) in scenario \( s \) (i.e., \( P_{t}^{ILC} \)). Finally, total load recovered at time \( t' \) from the deployment of all LS contracts is given as

\[
P_{t}^{ILC} = \sum_{r=1}^{NLS} p_{t}^{ILC} U_{r,t,s} \quad (36)
\]

Remark. For simplicity, we assumed that the LC/LS offers in each time slot are independent, and if a LC/LS contract at time \( t \) (i.e., an offer) is scheduled and actually deployed, we assumed that the entire load in the offer must be curtailed or must be shifted to another (only one) time slot as in [8], [9]. However, the modeling of LC/LS contracts can be extended for other LC/LS models as in [6], [12]. For example, a LC/LS offer may allow to curtail/shift a portion instead of the entire offered load, or an offered LS quantity can be shifted/redistributed in several time slots instead of only one time slot, or some contracts may require a minimum and maximum LC/LS duration.

9) Power Balance: The sum of total power generation from DGs and WPs, and total net charging/discharging power from BESs, and the total LC, LS, and ILC is equal to the sum of the total load, the recovered load, and the actual power exchange with the grid. Hence,

\[
\sum_{i=1}^{NG} P_{i,t,s} + \sum_{w=1}^{NW} (P_{w,t,s} - P_{w,t,s}^{w}) + P_{t,s}^{LC,2} + P_{t,s}^{EC,2} + D_{t,s}^{ILC} \quad (37)
\]

\[
\sum_{k=1}^{NK} (P_{k,t}^{ILC} - P_{k,t}^{ILC}) = P_{t,s}^{ILC} + D_{t,s}^{ILC} + P_{t,s}^{ILC} \quad (38)
\]

It is worth mentioning that the total load at time \( t \) in scenario \( s \) is equal to \( D_{t,s}^{ILC} - P_{t,s}^{ILC} - P_{t,s}^{ILC} + P_{t,s}^{ILC} \).

B. Risk-Constrained Stochastic Optimization Formulation

Based on the concept of CVaR presented in Section II-C, we have the following risk-constrained optimization problem when the conditional value-at-risk at \( \alpha \) confidence level (\( \alpha \)-CVaR) is considered [24]

\[
\max \quad \sum_{s=1}^{NS} \rho_{s} \text{Profit}_{s} + \beta \left\{ \xi - \frac{1}{1 - \alpha} \sum_{s=1}^{NS} \rho_{s} \eta_{s} \right\} \quad (38)
\]

subject to

\[
\eta_{s} + \text{Profit}_{s} - \xi \geq 0, \quad \forall s \quad (39)
\]

\[
\eta_{s} \geq 0, \quad \forall s \quad (40)
\]

and operation constraints (11)-(37).

The profit in each scenario \( s \) (i.e., \( \text{Profit}_{s} \)) is given in (8) and constraints (39)-(40) are typical in CVaR-based formulation. This is indeed a mixed integer linear program (MILP), which can be solved by using CPLEX.
IV. NUMERICAL RESULTS

We assume the scheduling horizon is one day which is divided into 24 equal time slots. We assume that the MG aggregator has a take-or-pay contract [13] to buy energy from a local wind farm, and wind energy price is fixed at 35 $/MWh. The wind farm consists of 18 identical WPs where each WP has a rated power of 1 MW, and the cut-in, cut-out, and rated wind speeds are 3 m/s, 30 m/s, and 12 m/s, respectively [45]. Additionally, the MG aggregator owns three DGs including two microturbines (MT) and one fuel cell (FC). Data for these DGs are taken from [45].

We assume that the MG aggregator possesses one BES. Parameters of the BES is presented in Table I. The initial SOC of the BES is assumed to be 0.5. The values of loss load and bid deviation penalty are set equal to 1000 $/MWh, and 5 $/MWh [39], respectively. The maximum power exchange with the main grid is assumed to be 20 MW. Furthermore, in the base case, we assume the MG aggregator sells electricity to customers at a fixed retail price of 55 $/MWh. The forecasts of total MG load, wind power generation, and electricity prices are presented in Figs. 1(a) and 1(b). Scenario generation and reduction are implemented as described in Section II-B. Due to the uncertainty in scenario generation and reduction, some in-sample tests and out-of-sample tests have been conducted to evaluate the performance of the tree construction method and verify the stability of the solution [24], [55]–[58]. We have applied the method in [55]–[57] to perform these stability tests. The tests suggest that 100 reduced scenarios are sufficient to achieve very reliable performance, which is, therefore, chosen to obtain all numerical results in this section. For brevity, these detailed stability studies are not presented in this paper.

The commitment statuses of LC and LS contracts for different values of retail rates are provided in Table V. We can observe that, for example, if the retail price is 50 $/MWh, LC contract 2 is scheduled at time slots 14, 17, 18 to be possibly curtailed in the operating day. However, if the retail price is 55
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We assume that the MG aggregator possesses one BES. Parameters of the BES is presented in Table I. The initial SOC of the BES is assumed to be 0.5. The values of loss load and bid deviation penalty are set equal to 1000 $/MWh, and 5 $/MWh [39], respectively. The maximum power exchange with the main grid is assumed to be 20 MW. Furthermore, in the base case, we assume the MG aggregator sells electricity to customers at a fixed retail price of 55 $/MWh. The value of confidence level parameter \( \alpha \) and risk aversion parameter \( \beta \) are set to 0.9 and 0.1, respectively. Table II summarizes the system parameters in the base case. The system parameters in Table II are used to obtain all numerical results unless stated otherwise.

Data of LC and LS contracts is shown in Tables III and IV, respectively. For example, the LC contract 1 allows the MG aggregator to curtail maximum of 2 MW of load for every hour in the operating day with the capacity price is 6 $/MW, and the energy price is 10$/MW. The LS contract 3 allows the MG aggregator to shift 2 MW of load at time slots 17-20, and 1 MW of load at time slots 8-11 to LR periods 6-12 and 15-23.

We use historical data of the uncertain parameters as their forecast values. The data of electricity prices is taken from [2]. Historical wind speed data is retrieved from [54]. Wind power curve is used to convert wind speed to wind power. The forecasts of total MG load, wind power generation, and electricity prices are presented in Figs. 1(a) and 1(b). Scenario generation and reduction are implemented as described in Section II-B. Due to the uncertainty in scenario generation and reduction, some in-sample tests and out-of-sample tests have been conducted to evaluate the performance of the tree construction method and verify the stability of the solution [24], [55]–[58]. We have applied the method in [55]–[57] to perform these stability tests. The tests suggest that 100 reduced scenarios are sufficient to achieve very reliable performance, which is, therefore, chosen to obtain all numerical results in this section. For brevity, these detailed stability studies are not presented in this paper.

The commitment statuses of LC and LS contracts for different values of retail rates are provided in Table V. We can observe that, for example, if the retail price is 50 $/MWh, LC contract 2 is scheduled at time slots 14, 17, 18 to be possibly curtailed in the operating day. However, if the retail price is 55
$/MWh, LC contract 2 is only scheduled at time slots 17, 18, and LC contract 3 is not scheduled at all for the operating day if the retail price is 60 $/MWh. Similar observations can be drawn for LC contract 1 and 3. When the retail price is high, LC contracts may not be scheduled at all. However, in reality, it is desirable that MG aggregator or any load serving entity offers the retail price as low as possible to be competitive in the market. Otherwise, customers can switch to other energy providers [24]. We can see that LS contract 1 is scheduled at all the time slots (10, 11, 15-20) that it offered LS options to the MG aggregator. However, LS contract 2 is scheduled only at time slots 15-19, and its shiftable loads at time slots 7-9 are not scheduled. Similar to LS contract 2, LS contract 3 is not scheduled at several time slots (8-10) that it offered LS options to the MG aggregator.

Fig. 2 shows the impact of retail price on the optimal solution. DR gain is defined as the difference between the optimal expected profit when DR contracts are integrated into the operation optimization of the MG aggregator and the optimal expected profit when there is no DR considered. LC and LS payments are the expected values (i.e., sum of the optimal expected profit when there is no DR contract scheduled when the retail price is sufficiently large. However, LS does not change the total load; therefore, it is desirable that MG aggregator or any load serving entity offers the retail price as low as possible to be competitive in the market. Otherwise, customers can switch to other energy providers [24]. We can see that LS contract 1 is scheduled at all the time slots (10, 11, 15-20) that it offered LS options to the MG aggregator. However, LS contract 2 is scheduled only at time slots 15-19, and its shiftable loads at time slots 7-9 are not scheduled. Similar to LS contract 2, LS contract 3 is not scheduled at several time slots (8-10) that it offered LS options to the MG aggregator.

Fig. 2 shows the impact of retail price on the optimal solution. DR gain is defined as the difference between the optimal expected profit when DR contracts are integrated into the optimization framework of the MG aggregator and the optimal expected profit when there is no DR considered. LC and LS payments are the expected values (i.e., sum of capacity and energy payments) that the MG aggregator pays to customers or the intermediate agent that collects customers’ DR aggregation. The LC payment indeed decreases as the retail price increases. We have also defined another scaling factor $q$ that we use to scale all load quantities in Tables III and IV. The LC payment decreases less frequently (in terms of scheduled quantity of load in LS contracts) as the DR price increases. As a result, the DR gain decreases as $p$ increases. We have also defined another scaling factor $q$ that we use to scale all load quantities in Tables III and IV. The expected profit of the MG aggregator increases and the expected profit of the MG aggregator increases as $q$ increases. In other words, both the MG aggregator and MG customers enjoy more benefits as larger DR load is offered.

The impacts of risk aversion parameter $\beta$ on the optimal solution is shown in Figs. 4(a)-4(d), 5(a) and 5(b). As the level of risk-aversion of the MG aggregator increases, it is expected that the CVaR increases and the expected profit of the MG aggregator decreases [24], [30]. This is confirmed by the results in Figs. 4(a)-4(d), 5(a) and 5(b). Furthermore, Figs. 5(a) and 5(b) illustrate the benefit attained by using battery storage and the proposed DR contract scheme. The expected profit of the MG aggregator is higher when a battery storage facility is utilized with parameters given in Table I compared to the case where the aggregator does not own any BESSs. Furthermore, integrating the proposed DR scheme into the operation optimization of the MG aggregator results in better profit compared to the case where DR is not considered.

Finally, Figs. 6(a)–6(c) show the hourly DA power bid quantity that the MG aggregator submits to the DA market for different values of risk aversion parameter $\beta$. In our proposed bidding model, which is applicable to the US market [39]–[41], the aggregator has the opportunity to arbitrate the difference between the DA price and the RT price. In fact, if the DA price is smaller than the RT price at a particular time
When the expected DA price is smaller than the RT price (e.g., time slots 3-6), and it tends to sell more power in the DA market during the time slots when the expected DA price is greater than the expected RT price (e.g., time slots 16-18). Consequently, the MG aggregator can make more profit when DR is considered compared to the case where DR is not considered. Furthermore, since the RT forecast price tends to contain more uncertainties than the DA forecast price [41], in several realized scenarios the RT price is higher than the DA price even the forecast RT price is lower than the forecast DA price shown in Fig. 1(b). Hence, when the forecast DA price is larger than the forecast RT price (e.g., 14-18), for both cases with and without DR, the aggregator would sell less power in the DA market as the risk aversion parameter \( \beta \) increases to reduce the risk of achieving low profits in some bad scenarios.

### V. Conclusion and Future Work

We have proposed a framework for optimizing energy trading operations of a MG aggregator in the DA energy market. Uncertainties in the system load, renewable energy generation, and electricity prices have been tackled by employing the scenario-based Monte Carlo simulation technique. The tradeoff between maximizing the expected profit of the MG aggregator and the risk of getting low profits of the MG aggregator in bad scenarios has been modeled by using the CVaR approach. Furthermore, we have proposed to integrate the concept of DR contract between the MG aggregator and customers into the framework. Numerical results have confirmed that the deployment of LC and LS contracts provides improved benefits for both MG aggregator and customers.

There are several directions that the proposed framework can be further extended. First, the proposed framework can be modified and adopted by various market entities such as a MG aggregator, a retailer, a DISCO, or a LSE. However, the scale of the considered system must be sufficiently large so
that the underlying entity (e.g., a MG aggregator) is allowed to participate in the wholesale market. The system size must also be large to make DR contracts meaningful and profitable to customers. In addition, customers’ base load should be substantial so that it can make significant and stable DR offers. Therefore, modification of the proposed model for medium or small scale MGs would be an interesting research topic for further study. Second, despite the fact that there are many types of DR contracts that the MG aggregator can offer to customers, it is difficult for customers to choose the best offer price to maximize their benefits. This is because if customers offer a high price, their DR contracts may not be scheduled by the MG aggregator; however, low DR prices may not provide customers sufficient motivation to participate in these DR programs. Moreover, the MG aggregator may also want to design a price which not only maximizes its profit but also maximizes the amount of DR quantities from customers. Designing a novel pricing structure for DR contracts is an interesting and open research topic. Finally, advanced forecasting techniques as well as modeling the correlation among system uncertainties need further study to fully understand their impacts on the optimal solutions.
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