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Abstract

Testing for the existence of intersections is an important part of algorithms for interference detection, collision detection, and the like. We describe three techniques that can be used to implement an efficient intersection detection routine when entities are described constructively; that is, as set combinations of primitive entities. All three techniques are described in a domain where constructive solid geometry is the principal entity description used, although their use in boundary representation schemes are also discussed. The first technique, called S-bounds, is a method of reasoning about where intersections may be taking place; in practise it is fast, and often sufficient. S-bounds can also be used as a general constraint manipulation method over Boolean algebras. The second technique is based on spatial subdivision, and is used mainly to improve the speed of the intersection test. The third technique is employed only on the regions of space that are left by the first two techniques; it is a specialisation of the "classical" technique of generate-and-test. The combination of these techniques has been implemented as an intersection detection routine which shows a speedup over the "classical" algorithm of about two orders of magnitude.

*This paper is a slightly longer version of one that appeared in the International Journal of Robotics Research 8(1):3-25, February 1989
1 Intersection Detection Problems

The general intersection detection problem can be formulated as: ‘Given two subsets \( A \) and \( B \) of \( \mathbb{R}^n \), do they have any point in common?’ A common use of intersection detection is to solve the interference detection problem, viz.: ‘Given two objects, \( O_A \) and \( O_B \), do they interfere?’ This can be solved by considering the point sets \( A \) and \( B \), which consist of all the points in the objects \( O_A \) and \( O_B \), and performing an intersection test in \( \mathbb{R}^3 \). Collision detection can also be formulated as an intersection test, this time in \( \mathbb{R}^4 \) [Cam84]. In fact, many of the algorithms used in solid geometry, including many of those useful to roboticists, rely heavily on being able to perform intersection tests between entities of various dimensionality—for example, ray tracing considers the intersections of a line with a solid.

Entities are often described to a computer constructively; that is, as set combinations of simpler entities. In such systems it is possible to reformulate an intersection test as one of null object detection (NOD): given the two entities \( A \) and \( B \), test whether their set intersection \( A \cap B \) is the null set. In the rest of this paper we will concentrate on the solution of NOD in the context of a constructive solid geometry (CSG) modelling system; that is, a system in which objects are described to a computer as set combinations of primitive objects (such as parameterised cuboids and cylinders) and which keeps these description internally as its principal representation of the objects. However, the techniques described here can also be of use in other systems, such as some boundary representation (B-rep) systems which also keep a record of the steps used to construct the objects, and the modifications required will be outlined as appropriate. (For a discussion of the various types of solid modelling systems available, see [RV82, RV83].)

The algorithm to be described consists of three separable parts. The first part is based on a new method for reasoning about the parts of space that could be occupied by the set we are testing for nullity, called the S-bounds method, and because this method is new its description occupies much of this paper. The use of this method is sometimes enough in itself to partially decide the NOD problem, as it can give the answer “definitely null”. (As an example, the two robots in figure 1 are shown to be not intersecting just by using the S-bound method.) The second method is based on a spatial subdivision technique used in computer graphics; this is also a partial decision procedure, with possible answers “definitely null”, “definitely not null”, and “don’t know”. Both of these two techniques also localise the problem; that is, reduce the ‘volume’ of ‘space’ in which it is necessary to search for evidence of non-nullity. The third method is the exhaustive method that is used when all else fails, and is based on the
folklore of computational geometry; unlike the other two methods, it is also highly dependent on the types of geometric features allowed in the system. In the author's implementation these three methods operate in cascade, with each stage attempting to answer the NOD problem itself and only passing on parts of the original problem that it cannot tackle. Much of the efficiency of the overall implementation results from the control of this cascade.

The rest of this paper is organised as follows. The theory behind the S-bounds method is described in §2 in a fairly general way. §3 describes how this theory is used to prune the search space for the NOD problem, using the theory of redundancy [Til84]. §4 and §5 provide the details of the spatial subdivision and the exhaustive steps respectively, §6 gives some examples of interference detection within the RQBMOO geometric modelling system, and §7 provides a summary.
2 The Theory of S-bounds

2.1 Formalism

In a CSG modelling system objects are described either as primitive shapes, which are already known to the system, or as set-combinations\(^1\) of other shapes together with rigid-body transformations. In general the modelling system representation is equivalent to a set of directed graphs, where: the arcs represent functional application; the non-terminal nodes represent set-combination or transformation operators; and the terminal nodes represent primitive shapes, which are specified by a set of parameters, or they refer to other shape graphs. A valid CSG graph may always be rewritten as an equivalent CSG tree in which the branches only represent set-combination operators and the leaves are transformed primitive shapes; this may be done by "sweeping" the transformation nodes towards the leaves, and copying references to other shapes as required. Although the algorithms described here can be modified to allow their use with the CSG graph structure itself, the theory is described in terms of CSG trees.

Thus, without loss of generality we can regard a CSG tree as a binary tree with branch nodes \(\oplus\), \(\otimes\) and \(\ominus\), and leaf nodes which represent primitive shapes which we can label as convenient (e.g., \(P_n\)). We can write down these trees either as tree diagrams, or using an infix notation (e.g., \(P_1 \oplus P_2\)). Given a tree we may refer to a node in the tree as an entity in itself, or we may use the node to refer to the subtree that has that node as its root node—these uses can be distinguished by context.

As described, a CSG tree is a purely syntactic structure, devoid of semantics. Most authors do not distinguish between such trees and their normal semantics, in which the trees are taken to mean the set formed by interpreting the leaves as the appropriate point sets, and the nodes as the appropriate set operations (\(\oplus\) for \(\cup\) or set union, \(\otimes\) for \(\cap\) or set intersection, \(\ominus\) for \(\sim\) or set difference). However such an approach is not appropriate here for three reasons. Firstly, the trees are rewritten as part of the algorithms to be described, and this rewriting is made clearer if it cannot be confused with manipulations of the semantics. Secondly, separating the semantics means that we can establish results that hold when the primitive objects are replaced by a number of different objects. And lastly, the S-bounds that form the core concept in the theory to be described in this section form an extra structure which is not easily appended to the old notation. (To help the reader we have summarised the extra notation used in figure 2.)

\(^1\)There are several classes of set-operations; for the purpose of this paper we require that they form a Boolean algebra.
2 THE THEORY OF S-BOUNDS

\[ \cup, \cap, -, - \] Set operations: union, intersection, difference, complement

\[ \Theta, \Theta, \Theta, - \] Tree node labels: union, intersection, difference, complement

\( T, T \) Root node or entire tree; tree node or subtree

\( \iota, I \) Primitive and Full Interpretation Functions

\( \beta, \beta_0 \) Bounding Functions (\( \beta_0 \) always returns \( \Omega \))

\( \llbracket, \rrbracket \) Partial orders on functions

\( f[\chi \vdash S] \) Function equal to \( f \), except that \( f[\chi \vdash S](\chi) = S \)

\( \cup, \cap \) "Union" and "intersection" operations for S-bounds

\( \bot, \top \) Tree node labels, which always interpret to \( \emptyset \) and \( \Omega \) resp.

Figure 2: Summary of Notation

Given a tree we define its semantics to be a subset of \( \mathbb{R}^n \), i.e., the 'shape of the tree'. To decide which subset, we need to know two functions: one is the primitive interpretation function, which takes a leaf node of the tree and returns the subset of \( \mathbb{R}^n \) that is the point set for the appropriate primitive; and the bounding function, which limits the attention of each node in the tree. We denote primitive interpretation functions by \( \iota, \iota' \), etc., and bounding functions, which take a node of the tree and return a subset of \( \mathbb{R}^n \), by \( \beta, \beta' \), etc. How the bounding functions are generated will be described in due course, but they can be thought of returning simple supersets of objects, such as boxes or spheres. (Such bounds are normally implemented as attributes attached to the CSG tree structure itself, rather than as separate functions.) Given the primitive interpretation \( \iota \) and bounding function \( \beta \), we can compute the corresponding (full) interpretation function, \( I_\beta \), as follows:

- If \( T \) is a tree of the form \( T_1 \{ \Theta \} T_2 \), then

\[
I_\beta(T) = \left( I_\beta(T_1) \left\{ \cup \right\} I_\beta(T_2) \right) \cap \beta(T')
\]

- Otherwise, \( T \) is a leaf node, and \( I_\beta(T) = \iota(T) \cap \beta(T) \)

In our own work we have used the regularised set operations [Req80]; however all of the results in this section, and most of the results in the paper, only rely on the operations forming a Boolean algebra. Interpretations which
are based on other primitive interpretations and bounding functions will be
denoted accordingly; for example, \( I_{\beta'} \) denotes the interpretation based on 
\( \iota' \) and \( \beta' \). The idea behind the bounding functions is that each bound (the 
value returned by the bounding function at each node) describes a subset of 
\( \mathbb{R}^n \) outside of which the value of the corresponding subtree should be ignored. 
Many geometric modelling systems form 'boxes' around the primitive nodes 
which are bounds in this sense; we have simply extended them to cover every 
node in the tree.\(^2\) Note that for the trivial bounding function \( \beta_\Omega \), which 
always returns the universal set \( \Omega \), then the corresponding interpretation 
\( I_{\beta_\Omega} \) is always equivalent to the normal semantics of a CSG tree (i.e., one 
without the notion of a bounding function). For brevity, we write \( I(T) \) for 
\( I_{\beta_\Omega}(T) \).

In what follows we will introduce three classes of bounding functions, 
the last being S-bounds, which we will show to have the desirable properties 
of being easy to generate and which do not change the normal semantics of 
CSG trees. These particular bounds allow us to prune the subsets of space 
in which to search whilst performing NOD.

### 2.2 S-bounds

We distinguish three classes of bounding functions that do not change the 
semantics of a particular tree with respect to a particular primitive inter­
pretation:

○ **Definitions**

Let \( T \) be a tree with primitive interpretation \( \iota \) and bounding 
function \( \beta \). We say that \( \beta \) is consistent (on \( T \) over \( \iota \)) if 
\( I_{\beta}(T) = I(T) \), and we say that \( \beta \) is totally consistent if 
\( I_{\beta}(T) = I(T) \), for all other bounding functions \( \beta' \not\supseteq \beta \). Here the notation \( f \subseteq g \), 
or \( g \supseteq f \), means that \( f \) and \( g \) are functions over the same domain 
with \( f(T) \subseteq g(T) \) for all arguments \( T \).

Consistent bounding functions preserve the meaning of a CSG tree. How­
ever, once we start using a consistent bounding function we must continue 
using it or risk changing the semantics of the tree. As a simple example, 
consider the "primitives" from \( \mathbb{R}^1 \) given by \( \iota(A) = [1, 2], \iota(B) = [0, 3] \), and 
\( T \) the tree \( A \ominus B \). Then a suitable consistent \( \beta \) is given by \( \beta(T) = \Omega \), 
\( \beta(A) = \beta(B) = \emptyset \), as then \( I_{\beta}(T) = I(T) = \emptyset \). However, if we then selec­tively ignore the bound on \( A \), effectively by setting its bound to \( \Omega \), then

---

\(^2\)The University of Rochester's PADL2 modeller is another example that uses bounds 
at every node in the CSG tree.
the new bounding function, $\beta'$, will no longer be consistent as $I_{\beta'}(B) = \emptyset$, and $I_{\beta'}(T) = I_{\beta'}(A) = \{1, 2\}$. Totally consistent bounding functions are the subclass of consistent bounding functions that do allow you to arbitrarily expand the bounds whilst staying consistent. (Apart from esoteric reasons for preferring totally consistent bounding functions there is a practical reason; when we apply rewrite rules to improve such functions we wish to be able to restrict ourselves to certain classes of elements, which is far easier if we can arbitrarily expand any bound.) $\beta_0$ is a trivial example; a less trivial, and useful, class of totally consistent bounding functions is one that satisfies the following property:

\begin{itemize}
  \item \textbf{Definition}
  
  Given a tree $T$ with primitive interpretation $\iota$ then a bounding function $\beta$ satisfies the boxing property if
  \begin{itemize}
    \item $\beta(L) \supseteq \iota(L)$ for all leaf nodes $L$ of $T$
    \item $\beta(T) = \Omega$ for all other nodes of $T$.
  \end{itemize}

  It is normally a simple matter to generate a set of simple bounds that satisfy the boxing property as the primitives in a CSG representation are themselves fairly simple. (For example, it is simple to find a box that contains a given cylinder.) Totally consistent bounding functions are useful, but are generally difficult to manipulate. The S-bound (for Super-bounds) bounding functions are a subclass of the class of totally consistent bounding functions which are susceptible to manipulation.

\begin{itemize}
  \item \textbf{S-bound Functions}
  
  Given a tree $T$ with primitive interpretation $\iota$ the bounding function $\beta$ is an S-bound function (on $T$ over $\iota$) if it is totally consistent with respect to all smaller primitive interpretations; i.e. if $I_{\beta'}(T) = I'(T)$ for all $\beta' \supseteq \beta$ and all $\iota \subseteq \iota$. The sets returned by an S-bound function are called S-bounds.

  It is easy to see that $\beta_0$ is always an S-bound bounding function, as is any bounding function satisfying the boxing property. Also, if $\beta$ is an S-bound function then so is any $\beta' \supseteq \beta$. We can now introduce the two theorems that make all this preparation worthwhile; they describe rewrite rules for generating a new, better S-bound function from an old one. The notation $f[X \leftarrow S]$ denotes the function that is equal to $f$ everywhere, except that the value at $X$ is replaced by the value $S$. 
\end{itemize}
The Upward Theorem

Let $T$ be a bounded tree with S-bound function $\beta$. If $T$ is any subtree of $T'$ with immediate subtrees $T_1$ and $T_2$ then another S-bound function for $T$ is given by $\beta'$, where

$$\beta' = \beta[T \vdash S \cap \beta(T)],$$

and the set $S$ is given by

$$S = \begin{cases} 
\beta(T_1) \cup \beta(T_2) & \text{if } T = T_1 \oplus T_2 \\
\beta(T_1) \cap \beta(T_2) & \text{if } T = T_1 \odot T_2 \\
\beta(T_1) & \text{if } T = T_1 \mathbin{T} T_2
\end{cases}$$

The Downward Theorem

Let $T$ be a bounded tree with S-bound function $\beta$. If $T$ is any subtree of $T'$ and $T'$ is an immediate subtree of $T$, then another S-bound function for $T$ is given by $\beta'$, where

$$\beta' = \beta[T' \vdash \beta(T) \cap \beta(T')]$$

The proofs of these theorems are tedious, and they are deferred until the appendix. Given the intuitive idea of bounds being boxes that enclose the primitives in a CSG tree, the correctness of the Upward theorem should be evident; if we start with a bound set that satisfies the boxing property and just apply the Upward theorem, then the bounds that get formed at the branch nodes are just supersets of the sets that are formed when you take the normal semantics of the corresponding subtree's interpretation. Similarly, if we know that the set, represented by $T$, can be enclosed within a box $B$, then it is "obvious" that we should be able to ignore any parts of the primitives of the tree that lie outside $B$. What is not as obvious, and is in fact quite difficult to prove, is that we can legitimately combine both types of rewrite rule within the same system. (The proofs are complicated by the existence of the $\oplus$ operator; they are almost trivial without it.) The advantage of the notational framework that has been built up in this section is that we can be quite precise about what rewrites are and are not allowed: this will be useful as we explain how S-bounds are useful within the framework of CSG.

2.3 A Two-Dimensional Example of S-bounds

To illustrate how S-bounds can be used consider the simple CSG tree shown in figure 3(a), consisting of a two operator tree and three primitives from $\mathbb{R}^2$. 
The primitives are each shown within a frame; this is simply to emphasis their relative layout. We have also shown the resultant shape described by the tree under the normal semantics.

The S-bounds we will use here will be rectangles aligned with the frame, and a set of S-bounds that obey the boxing property are shown in figure 3(b). If we apply the Upward Theorem twice, firstly about the ⊕ node and then about the ⊗ node, we get the new S-bounds shown in figure 3(c); as expected, each bound is a superset of the corresponding subtree. We can then "push" the bounds back down the tree by applying the Downward theorem four times, twice to the children of the ⊗ node, and then twice to the children of the ⊕ node; the resulting S-bounds are shown in figure 3(d). The important feature here is that the S-bounds about the primitives are now smaller than the original bounds and, in particular, the S-bound about the left-most primitive is now the null set. This reflects the fact that this primitive is redundant (in this configuration) [Til84], and could be removed from the CSG tree without affecting the resultant shape. (See §3 for more details.)

In fact it is possible to simplify the bounds further by repeating the process of Upward and Downward Theorem applications, starting with the bounds in figure 3(d). This results in the other four bounds converging to the smallest non-null bound in figure 3(d). Although this is a simple example, the same principle applies to much larger CSG trees.

2.4 Making Use of S-bounds

So far we have only described S-bounds as an algebraic system; we have not described how they can be used in practise. The practical use that we have made of S-bounds is to use S-bound sets that are easily described, and manipulated quickly—in time linear in the size of the CSG description. This enables us to use S-bounds quickly as a preprocessing stage, to simplify the slower processing that follows. This philosophy applies to the NOD problem in particular, when large speedups in processing time are the norm, but it has also been applied by default to many of the other processing algorithms used in our geometric modelling system (e.g., drawing, inertial property calculation, and minimum distance calculations).

The S-bounds that are used are boxes, aligned with some arbitrary world coordinate axis system. Thus in two dimensions each box can be described as a four-tuple, viz.:

$$\{(x_l, y_l, x_h, y_h) = \{(z, y) | z_l \leq z \leq z_h, y_l \leq y \leq y_h\}$$

We need a pair of operators, \( \cup \) and \( \cap \), such that \( A \cup B \supseteq A \cup B \) and
Figure 3: Two-Dimensional Example of S-bounds
\[ A \cap B \supseteq A \cap B \]; we use the obvious pair:

\[
(a, b, c, d) \cup (\alpha, \beta, \gamma, \delta) = (\min(a, \alpha), \min(b, \beta), \max(c, \gamma), \max(d, \delta))
\]

\[
(a, b, c, d) \cap (\alpha, \beta, \gamma, \delta) = (\max(a, \alpha), \max(b, \beta), \min(c, \gamma), \min(d, \delta))
\]

(We also need to denote infinite bounds, and to identify null bounds.) Such operators can obviously be applied in unit time; other properties of these operators include the identity \( A \cap B = A \cap B \), and that both operators are commutative and associative, but neither distributes over the other.

Another obvious choice for the class of bounds we could use is spheres. We have not used them in our implementations, but we give a corresponding set of operators for completeness. A spherical bound is described by its centre and its radius, say \((c, r)\). Given two such spheres, say \((c_l, r_l)\) and \((c_s, r_s)\) with \(r_l \geq r_s\), then if \(d\) is the Euclidean distance between \(c_l\) and \(c_s\):

- if the operation is \(\cap\), we get three cases:
  - if \(d > r_l + r_s\), the result is \(\emptyset\);
  - if \(d < r_l - r_s\), the result is the same as the smaller sphere;
  - otherwise the result is a new sphere, namely
    \[
    \left( \frac{[(d^2 + r_l^2 - r_s^2)c_l + (d^2 - r_l^2 + r_s^2)c_s]}{2d^2}, \frac{[4r_l^2r_s^2 - (d^2 - r_l^2 - r_s^2)^2]}{4d^2} \right)
    \]

- if the operation is \(\cup\), we get two cases:
  - if \(d \leq r_l - r_s\) then the result is the same as the larger sphere;
  - otherwise, the result is a new sphere, namely
    \[
    \left( \frac{[(d + r_l - r_s)c_l + (d - r_l + r_s)c_s]}{2d}, \frac{(d + r_l + r_s)/2}{2d} \right)
    \]

In each case the centre of the resulting sphere lies on the line between the centres of the original spheres, and the sphere has minimum radius. These sphere operators are commutative, but not associative.

The next problem to solve is the order in which the rewrite rules (as given by the Upward and Downward theorems) are applied. We have used a simple ordering, namely we apply the Upward theorem in a bottom-up manner throughout the whole tree, followed by applications of the Downward theorem in a top-down manner. (This was the ordering used in the example of \(\S 2.3\).) As was mentioned in \(\S 2.3\) we can often gain by repeating this process; the bounds need not converge after the first applications. This order
procedure setSBs(n, T);
    setboxes(T);
    do n times begin
        upSB(T);
        downSB(T);
    end
endproc

procedure downSB(T);
    do-dSB(T, Ω);
endproc

procedure do-dSB(T, B);
    NB ← boundof(T) ∩ B;
    boundof(T) ← NB;
    if not isa-leaf(T) then begin
        do-dSB(leftchild(T, NB));
        do-dSB(rightchild(T, NB));
    end
endproc

procedure upSB(T);
    if not isa-leaf(T) then begin
        upSB(leftchild(T));
        upSB(rightchild(T));
        L ← boundof(leftchild(T));
        R ← boundof(rightchild(T));
        switch on operator-of(T)
            case ⊕: C ← L ∪ R;
            case ⊗: C ← L ∩ R;
            case ⊠: C ← L;
        endsw
        boundof(T) ← boundof(T) ∩ C;
    end
endproc

procedure setboxes(T);
    if isa-leaf(T) then
        attach a convenient bound
        that is a superset of v(T)
    else begin
        boundof(T) ← Ω;
        setboxes(leftchild(T));
        setboxes(rightchild(T));
    end
endproc

Figure 4: Code for S-bounds
of rewrite rule application is embodied in the procedure \textit{setSBs}(), which is sketched in figure 4; this computes a set of S-bounds that satisfy the boxing conditions, and then repeatedly applies the Upward and Downward theorem throughout the tree a given number of times.

We have used aligned boxes in all of our work with S-bounds, although other types of bounds could be used. For example: boxes with arbitrary orientation; ellipsoids; convex hulls; and maintaining both a box and a sphere about each node in a tree, and regarding their unevaluated intersection as an S-bound. An extreme case, which is of mainly theoretical interest, is to use the actual primitives themselves as initial S-bounds, i.e. \( \beta(L) = \upsilon(L) \) for all leaf nodes \( L \). However the gains to be had in obtaining “tighter” bounds have to be offset against the longer times required to compute them.

Given two S-bound functions, it is reasonable to ask whether they can be combined in some way. They can, by virtue of the following theorem, which is proved in the appendix:

\( \textbf{S-bound Intersection Theorem} \)

Let \( \beta_1 \) and \( \beta_2 \) be S-bound functions over some tree \( T \); then so is \( \beta_1 \ominus \beta_2 \), where \((\beta_1 \ominus \beta_2)(T) = \beta_1(T) \cap \beta_2(T) \) for all subtrees \( T \) of \( T \).

It is not necessary to use the algorithm shown in figure 4 to refine S-bounds; in practise this algorithm works well in our applications, but other strategies could be tried. We can regard S-bounds as a constraint manipulation system in which information about individual constraints (i.e. the primitives) are passed to other subtrees. Applying heuristics to encourage the spread of tight constraints (i.e. small primitives and subtrees) could be fruitful.

2.5 Convergence Properties

In the general case a system of S-bounds need not converge at all, as there is no requirement that the rewrite rules be deterministic. (We can always choose an arbitrary superset of any S-bound.) For the S-bound sets and operators that we use, namely the aligned boxes, convergence in finite time is assured. To see this, note that each bound in \( \mathbb{R}^n \) can be described by \( 2n \) parameters, giving the maximum and minimum extent of the box in each dimension. Also, the operators \( \cup \) and \( \cap \) can only replace parameters for the bounds for one subtree by existing parameters from other bounds. Thus the total number of possible bounds is finite, and so the total number of possible S-bound functions that can be obtained by applications of the
Upward and Downward theorems is finite. Convergence now follows from the fact that the operations produce sequences of bounds which are (non-strictly) monotonically decreasing in size. In fact it is possible to show that for each Upward and Downward pass either this S-bound sequence converges, or we can set at least one S-bound value to $\emptyset$. From this we can deduce that the aligned box system must converge in quadratic time [CY90]. Experimentally convergence of this system is normally quite rapid. We conjecture that, for practical purposes, a call of the form setSBs($d, T$) will give a useful set of S-bounds, where $d$ is the depth of $T'$ and $T'$ is obtained from $T$ by compressing groups of $\oplus$ and $\otimes$ nodes into equivalent $n$-ary nodes—e.g., replacing a subtree of the form $A \oplus (B \oplus C)$ by a single tertiary node. For our own implementation we have set $d = 3$, as this seems to give good results and an S-bound processing algorithm that runs in time linear in the size of the CSG tree. We can, however, construct artificial examples which require longer to converge fully. Consider the tree $T = (I_0 \oplus I_2 \oplus \cdots \oplus I_{2n-2}) \otimes (I_1 \oplus I_3 \oplus \cdots \oplus I_{2n-1})$, where for simplicity we have not made the binary tree structure explicit and where $I_m$ corresponds to the open interval $(m, m+1)$. Then successive calls to upSB($T$) followed by downSB($T$) result in the following sequence of bounds on the node $T$: 

$$(1, 2n-1), (2, 2n-2), (3, 2n-3), \ldots, (n-1, n+1), \emptyset.$$ 

This convergence requires quadratic time, and so this example is a worst-case example for this problem.

### 2.6 Three-Dimensional Examples of S-bounds

We only present some simple examples of S-bound manipulations here, concentrating on the effect of $\ominus$ operators in CSG trees; more examples are to be found in later sections. Figure 5(a) shows two loops, both created by taking a block and differencing out a cube to form the hole. The two loops can be mated (though not without cutting them), as shown in figure 5(b). Using S-bounds aligned with the blocks allows us to bound the space occupied by the intersection set, as shown in figure 5(c); figure 5(d) shows the total bound attained for a case in which the S-bounds are skewed with respect to the objects. (The thin lines show the outlines of the original objects.) As can be seen a useful reduction in the space to be considered is obtained; the reduction is not as dramatic as in some of our examples due partly to the limited reasoning possible through the $\ominus$ operators, and

---

5 I am indebted to Chee Yap for this observation.

4 When testing two robot assemblies we form the intersection of a pair of assemblies; each assembly is the union of a number of objects ("parts") which are often themselves fairly simple objects.
partly to the true complexity of the problem. As another example, figure 6(a) shows a pair of objects, one of which is shaped like an 'E' on its side, and the other like a 'π', which are made up from taking the union of 4 blocks and 3 blocks, respectively. The two objects can be mated exactly, and we consider their intersection. With the bounds chosen to match the blocks all the primitives are shown to be null-bounded after 3 calls to $up-SB()$ and $down-SB()$; figure 6(b) shows the remaining bounds after 2 calls, with the original bounds outlined as thin lines. Figure 6(c) shows the same objects, but this time made up by differencing out the "gaps" between the "teeth". In this case the S-bound set settles down to the set shown in figure 6(d); it is not possible to reason further about the interaction between the teeth.

2.7 Summary of S-bounds

We have demonstrated how a system of bounds can be established about every node in a CSG tree, and we have made explicit the semantics of these bounds. The bounds establish regions outside which the relevant subtrees do not matter with respect to the entire tree. S-bounds are used where we have a particular tree on which we wish to do computations, be they for drawing, mass properties, boundary evaluation, or whatever. For many applications the reduction in the size of the bounds is small (say of the order of a few percent), but even then they can lead to noticeable speedups in running times. However, when the operation to be performed is $NOD$ we shall see that large increases in running speeds are the norm.

Boxing tests have become part of the folklore of computational geometry and solid modelling; indeed, they were the starting point for the research that lead to the approach adopted in this paper. However they have not before been placed on the firm theoretical footing shown here. The addition of our theoretical framework has two advantages: firstly, we have been able to show how to refine the bounds that are used (standard boxing tests being equivalent to just using a set of S-bounds that satisfy the boxing property); and secondly, we have established results that are independent of any particular domain. The domain that we have been interested in is the regularised set model of shapes and motions [Req80, Cam84], but the results of this section hold for any Boolean algebra. The only work of which we are aware that is of a similar flavour to our own was performed at the University of Rochester's Production Automation Project, namely the work on localisations [TiI81], which inspired much of the work to be described in §3 and has culminated in the concept of active zones [RV89]. Active zones are related to S-bounds in that the active zone of a subtree is, effectively, defined to be the region outside of which the subtree "doesn't matter". Rossignac
Figure 5: Two Intersecting Loops
Figure 6: Effects of Using Different CSG Descriptions on S-Bounds
and Voelcker then show how the active zone of a subtree can be computed, by use of an intermediate form (which is, effectively, a CSG tree with no internal $\odot$ nodes). The active zone is, as defined, a single set, and so it does not in itself admit the types of fast processing using "approximations" to shapes that were the driving force behind the development of S-bounds. However active zones are a useful conceptual tool, and are being used in the development of the PADL2 modeller.

Many B-rep modelling systems allow objects to be defined constructively; in such systems it would be possible to store the original construction information and then apply an S-bound analysis to that. This information could then be used, say, for automatically scaling pictures of the object, or for marking the feature records in such a modeller with a box that can then be used when testing features for intersections. (By "feature" we primarily mean edge, face or surface patch records. Feature intersection tests are a common component of many geometric algorithms, such as boundary evaluation.)

3 S-bounds and Null Object Detection

In this section we will build on the notion of S-bounds to develop the top layer of our NOD algorithm. Given a CSG tree we run a S-bound processing algorithm to refine the bounds—in our own implementation we have effectively been running $\text{setSBS}(3, T)$. Immediately we can note that any subtrees with a null S-bound (null-bounded) cannot affect the "value" of the tree, and so we can effectively prune any such subtrees from the CSG tree. In particular, if the whole tree is null-bounded the whole tree must be null. This is the sense in which the S-bound method is a partial decision procedure, and in our experience with using the algorithm to perform interference detection for robotics it occurs surprisingly often. As an example, figure 1 shows two robot arms, and the corresponding CSG tree contains 30 finite primitives and 8 infinite half-spaces; however, when the robots are checked for interference the S-bounds preprocessing step alone is sufficient.

Having performed the S-bound step it is possible to jump straight to the division algorithm which is described in §4, using the S-bound attached to the root node of the tree as the spatial bound that that routine requires. However there is yet another stage that we can profitably intersperse. This extra stage is based on Tilove's redundancy algorithm [Til84], although the version that we describe uses S-bounds directly. First, we need some extra notation. We assume that we are dealing with a particular tree, $T$, so that any subtrees we discuss are subtrees of $T$, and that a suitable S-bound
refinement algorithm has been run on $T$, such as `setSBs()`.

\section*{General Definitions}

- Two subtrees are said to be disjoint if neither is a subtree of the other.
- The order of a subtree (in $T$) is the number of times that the path from the root node of $T$ to the root node of the subtree passes to the right of a node. For example, in $T = A ⊕ (B ⊕ (C ◦ D))$ A is of order 0, B and C are of order 1, and D is of order 2.
- A subtree is said to be positive if it is of even order, and negative otherwise.
- A subtree $T$ is said to be $\emptyset$-redundant, or simply redundant, if $I(T) = I_{\emptyset I(T)\emptyset}(T)$; or equivalently, if the subtree $T$ could be replaced by a representation of the null set.

Tilove discovered in his seminal work on redundancy that all the positive primitives in a tree that represents the null set are $\emptyset$-redundant. Further, if $P$ is a positive primitive of $T$ then $P$ is $\emptyset$-redundant if (in our notation)

$$I(T) \cap \imath(P) = \emptyset.$$  \hspace{1cm} (1)

The converse is not true; however, if the intersection is not null then neither is $I(T)$, and so (1) can be used as the basis of a NOD algorithm:

\section*{Tilove's Algorithm}

Pick a positive primitive of $T$, and perform the test (1). If the test is false, then return false; otherwise replace the primitive by one whose interpretation is $\emptyset$, simplify $T$, and repeat.

This algorithm is useful for two reasons. Firstly, the test in (1) is effectively the same as solving the NOD problem for $T$ within the region given by $\imath(P)$; generally we can take advantage of this to ignore parts of $T$ that lie outside $\imath(P)$, giving significant computational savings. (This is an example of a spatial localization algorithm, whereby we focus our attention on only part of the space that we are interested in.) Secondly, at each stage we either demonstrate that $I(T) \neq \emptyset$, or we can simplify the tree—that is, replace

\footnote{I am indebted to an anonymous reviewer for pointing out that [RV89] gives the basis of an extension to Tilove's ideas, which has been implemented into PADL2.}
The tree by a smaller tree. Thus, if $I(T) = \emptyset$ then we will go through all the positive primitives in turn, at each iteration the tree tested will get smaller, and we will end up with a tree that is identically null [Til84, Til81].

This is the first time we have discussed rewriting the CSG tree itself, and some explanation is required. So far we have simply rewritten the bounds on each node of the tree, using the rules for $S$-bounds. From now on we will try to reduce the size of the CSG tree we are considering as we proceed. To do this, we add two new terminal nodes to those that can normally be found in a CSG tree, plus some new rewrite rules. The new terminal nodes are written $\bot$ and $T$; $\bot$ represents a primitive whose interpretation is always $\emptyset$, and $T$ a primitive whose interpretation is always $\Omega$. With these nodes we can apply rewrite rules that reduce the size of the tree, based on identities such as $A \cup \emptyset = A$, etc. Figure 7 shows a partial set of such rules, together with a simple routine for applying them. For the purposes of this section only the rules concerning $\bot$ are of interest; $\bot$ can be introduced to replace any node whose bound is $\emptyset$.

3.1 Redundancy-Based NOD Algorithm

Our algorithm is based on Tilove's, but uses totally-consistent bounds as the focusing regions (generated from $S$-bounds), rather than primitives as the focusing regions. Proof of its correctness follows from the Redundancy Theorem, which is itself proven in the Appendix.
Redundancy Theorem

Let \( T \) be a tree with a totally consistent bounding function \( \beta \). If \( T \) is any positive subtree of \( T \) such that \( \mathcal{I}(T) \cap \beta(T) = \emptyset \), then \( \beta[T \cup \emptyset] \) is another totally consistent bounding function on \( T \).

This theorem is our generalisation of (1), but the use of bounds is generally more convenient than using the shapes of the primitives themselves, and we are not limited to just considering leaf nodes of the tree. Note that the theorem does not hold if we replace both occurrences of "totally consistent bounding function" with "S-bound function"; as a counter-example, consider \( T = A \cap B \), with \( \mathcal{I}(A) = \mathcal{I}(B) = X \neq \emptyset \). Then \( \mathcal{I}(T) = \emptyset \) and \( \beta_{\emptyset} \) is an S-bound function on \( T \), but \( \beta_{\mathcal{I}[A \cup \emptyset]} \) is not an S-bound function—consider \( \mathcal{I}[B \cup \emptyset] \).

Use of the Redundancy Theorem allows us to incrementally simplify the CSG tree as we consider regions. We also need to be able to pick out nodes in the tree at which to apply the theorem; we choose the nodes from a covering set.

Definitions

Given a tree \( T \), a disjoint set of subtrees \( \{T_1, T_2, \ldots, T_n\} \) is called a covering set (of \( T \)) if

\[
T \upharpoonright T_1 \upharpoonright T_2 \ldots \upharpoonright T_n \equiv \bot
\]

where \( T \upharpoonright T_1 \) means the tree \( T \) with the subtree \( T_1 \) overwritten by \( \bot \), \( T \upharpoonright T_1 \upharpoonright T_2 \) means \( (T \upharpoonright T_1) \upharpoonright T_2 \), etc., and \( \equiv \) is equivalence under the standard rewrite rules.

So if we use any covering set that includes only positive subtrees in our modified version of Tilove's algorithm then we are guaranteed to discover either that the tree does not represent the null set, or that

\[
\mathcal{I}(T) = \mathcal{I}(T \upharpoonright T_1 \upharpoonright T_2 \ldots \upharpoonright T_n) = \emptyset
\]

and so the tree does represent the null set. Tilove used the set of all positive primitives as a covering set; in fact the set of zero-order primitives will also work, as will some smaller sets, discussed in §3.2. The general form of the redundancy algorithm is shown in \( S\text{-NOD()} \), figure 8, in which \( DC\text{-NOD()} \) is the next layer of the NOD routine (discussed in §4).
procedure S-NOD(T);
    T ← Simplify(T);
    C ← coverset(T);
    while C ≠ ∅ and T ≠ ⊥ do begin
        choose T' from C;
        C ← C - T';
        if not DC-NOD(boundof(T'), T) then
            return false;
        T ← T|T';
        T ← Simplify(T);
    end
    return true;
endproc

Figure 8: Redundancy-Based NOD Algorithm

3.2 Finding Covering Sets

A suitable covering set for $A \cup B$ is $\{A\}$; for $A \cap B$ we can use either $\{A\}$ or $\{B\}$; but for $A \oplus B$ we must use $\{A, B\}$ (or the root node). We can express these ideas as part of a non-deterministic procedure, coverset(), as shown in figure 9. coverset() can generate all the possible, minimal covering sets of a CSG tree; for S-NOD() we need to select just one. To ensure linear time complexity of coverset() we use some simple heuristics, based around a simple estimate of the efficiency of taking different choices. This estimate is simply the size of the S-bound attached to a node, whereby "size" we mean the diameter or volume of the bound—both work well. The reason for this is that a subtree with a large S-bound will probably intersect more primitives than one with a small S-bound, and be more difficult to prove redundant; thus, given a choice, we should choose the subtree with the smaller bound. Our rules to decide which choices to make in coverset() are:

- for a node of the form $A \cup B$, choose the child node with the smallest bound;
- for a node of the form $A \cap B$, choose $A$;
- for a node of the form $A \oplus B$, choose the child nodes $A$ and $B$ if $\kappa \cdot \text{size}(A \oplus B) > \text{size}(A) + \text{size}(B)$, where size() is the size of the bound on the node. (The rationale here is to consider the subtrees $A$
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procedure coverset(T);
    if isa-leaf(T) then
        return T;
    either begin
        return T;
    end
    or begin
        L \leftarrow coverset(leftchildof(T));
        R \leftarrow coverset(rightchildof(T));
        switch on operator-of(T)
        case \oplus: return L \cup R;
        case \ominus: either return L
                     or return R;
        case \ominus: return L;
        endsw
    endproc

Figure 9: coverset()

and B if the bounds would get noticeably smaller, otherwise stop. We set \( \kappa = 2 \).

We have experimented with other, more complicated heuristics, but with no significant increase in processing speed. As well as choosing which covering set to pick, we also impose an order on the covering set (i.e., turn it into a list) so that S-NOD() considers the nodes in order of increasing size; in this way, we consider nodes which are easiest to deal with first, leaving the harder nodes for when the tree has been rewritten to make it smaller. Examples of covering sets are shown in §6.

4 Spatial Subdivision

The routines described so far have produced a set of regions, together with a CSG tree for each region within which we need to solve the NOD problem. The classical way to proceed in the three-dimensional case is to attempt to generate all the possible segments of any edges of the intersection set; if we succeed in generating any such segments then the set is not null. Unfortunately the number of possible edge segments is large, and so the naive version of this algorithm has a complexity of \( O(n^4) \) [Til81]. However we can
intersperse a stage of spatial subdivision to improve greatly the expected speed of the NOD routine. If we use $L\text{-NOD}(R, T)$ to mean the generic NOD problem localised within a region $R$ then

$$R = \bigcup_i R_i \quad \implies \quad L\text{-NOD}(R, T) = \bigwedge_i L\text{-NOD}(R_i, T)$$

where $\bigwedge$ is the logical conjunction operator. That is, we can split the problem up spatially without affecting the answer. By itself this observation is of little use; however, if we can simultaneously reduce the size of the CSG trees being considered by each subproblem we can effect a reduction in computational complexity. A mechanism for reducing the size of these trees is that used in [WQ80, WQ84, WB86] for applying spatial subdivision to the problem of producing graphical representation of objects described constructively; much of this section is based on this work, but describes the modifications required to tackle NOD, and also presents an analysis of the usefulness of this stage.

### 4.1 Simplifying CSG Trees in Regions

As an example of this mechanism in action, consider the simple two-dimensional example in figure 10(a). In this a quadrilateral is described as the intersection of four half-spaces; that is, sets of the form \{x \mid f(x) \leq 0\} where in this case each $f$ is of the form $px + qy + d$. (We use linear half-spaces here for simplicity, but the technique described here will work with general half-spaces.) The quadrilateral is shown within the region of interest—in this case, a square. Figure 10(b) shows the boundaries of the individual half-spaces; the “matter” side of the half-spaces are labelled with their corresponding leaf nodes, and the entire quadrilateral corresponds to the binary tree $(A \otimes B) \otimes (C \otimes D)$. Within the original region this tree is the minimum that can be used to describe the quadrilateral. However, if we consider the quadrant labelled NE separately (figure 10(c)), it is clear that $A \otimes D$ is a sufficient local representation of the quadrilateral within this subregion. Similarly, $A \otimes B$, $B \otimes C$ and $C \otimes D$ are sufficient within the quadrants NW, SW, and SE respectively. We can automate the generation of these localised trees as follows. We start with a region and a CSG tree that is a valid representation of some object in the region. Given a subregion, then for each primitive in the tree we consider the corresponding half-space. If the half-space equation is always positive within the subregion then we can effectively replace the half-space with $\emptyset$; this we do by replacing the leaf node with $\perp$. Similarly, if the half-space equation is always negative within the region we replace the leaf node by $T$. For the region NE in figure 10(c)
this gives us the new tree \((A \otimes T) \otimes (T \otimes D)\). Now we can apply the rewrite rules shown in figure 7 to obtain the tree \(A \otimes D\), as required.

Thus in general we can accomplish this localisation in two stages. At the first stage we identify which leaf nodes can be replaced by \(\perp\) or \(T\). This is domain specific; however it is worth noting that if both the subregion and the shape represented by the leaf node are convex, then we can normally identify such nodes quickly. For example, if we have rectangular subregions and two-dimensional linear half-spaces, as in the example of figure 10, then the extreme values of the half-space function are achieved at the corners of the rectangle pointed at by the outward and inward pointing normals of the half-space boundary. For more complicated shapes we might not bother to check precisely whether the boundary of the shape intersects the region; for example, if we had a helical primitive we might enclose the helix in a cylinder for the purpose of testing. As long as our tests are conservative we will not simplify out any primitive that should not be removed from the tree. (It also ensures that this procedure is numerically well behaved.) If we have a bounded CSG tree then we can also take the bounds at each node into account; nodes whose bounds do not intersect the subregion can be replaced by \(\perp\). This is the case with the NOD algorithm described, which produces totally consistent bounds.

The second stage, the tree rewriting, is purely syntactical. The rewrite rules shown in figure 7 are not in themselves complete, but it is not difficult to add the extra rules to accommodate the \(\neg\) operator; for example, \(\neg T \rightarrow \perp\), \(A \otimes \neg B \rightarrow A \otimes B\), etc. These rules can be applied top-down in the CSG tree to obtain a minimal tree in linear time. In our work we have not taken this course as we rewrite the trees to remove the \(\ominus\) nodes before calling \textit{DC-NOD}(); this is simply to reduce the number of cases that have to be
considered and thus the size of the program. We also take this opportunity to resolve primitive objects (e.g., cuboids) into combinations of half-spaces (e.g., intersections of linear half-spaces). For convex primitives the bounds that were formed can normally be transferred to the half-spaces. The tree rewriting can be accomplished by: setting a sign flag at each node, indicating whether each subtree is positive or negative; replacing the operator $\oplus$ by $\otimes$ throughout the tree; swapping the operators at all negative binary nodes (i.e. $\oplus$ for $\otimes$ and vice-versa); and finally complementing the half-spaces at negative leaf nodes. The result of these tree rewriting steps is a tree with $\otimes$ and $\oplus$ binary nodes and half-spaces as leaf-nodes.

4.2 Performing the Spatial Subdivision

Given a set of subregions we know how to refine the trees; how do we decide on the subregions? Tikhonov [TI81] discusses a fixed set of regions, but Woodwark's group [WQ80] shows how to choose the regions dynamically. The latter approach has the advantage of being able to configure the set of regions so that more, small regions are used near parts of space that are complex. Experimentally this works well, and there is some theoretical justification for it—see section 4.3.

$DC\text{-}NOD()$ is our routine for performing spatial subdivision for NOD, and it is outlined in figure 11. It is based on the popular “divide-and-conquer” paradigm; given a region and a tree it decides dynamically whether to “conquer” the problem or whether to do another spatial subdivision. Here $localise()$ is a routine that performs the tree simplification steps outlined in §4.1, $can\text{-}do()$ is the predicate that controls the subdivision, $base\text{-}NOD()$ is the next layer of the NOD algorithm (discussed in §5), and $copytree()$ copies the tree structure. The control predicate, $can\text{-}do()$, is the heart of the algorithm; it has to try to balance the cost of performing another subdivision step against the ease of being able to solve the NOD problem with the localised trees. For our implementations we have used simple regions and a simple method of subdividing the regions; in three-dimensions the regions are cuboids, and they are divided into eight octants. (This is not quite true, as the initial region is split into a number of roughly cubical regions in order to try to balance the problems.) [WQ84] describes a more complicated division strategy, whereby the choice of partition is influenced by the features of the objects described by the tree. Our version of $can\text{-}do()$ checks to see whether the tree has one of a small number of very simple forms (see §5.1); then it just estimates the complexity of the tree by counting the number of half-spaces referenced. $can\text{-}do()$ is actually a function of the size of the region being considered; for large regions, division is encouraged by only returning
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procedure DC-NOD(R, T);
    localise(R, T);
    if can-do(T) then
        return base-NOD(R, T);
    else begin
        split R into a partition {R_i}
        foreach R_i do begin
            T' ← copytree(T);
            if not DC-NOD(R_i, T') then
                return false;
        end
    end
endproc

Figure 11: Spatial subdivision procedure for NOD

true for small trees, but as the region size gets smaller more complex trees can be passed on to base-NOD(). The idea here is that regions which are resistant to being simplified probably coincide with parts of the "object" that are truly complicated, and so we will probably not gain by trying to divide the problem further. This control strategy work well for our domain (i.e. robot workcells); in the general case we can adjust can-do() by trial and error to give a good performance.

There is some similarity between the action of this routine and the formation of a quad tree [Sam84]. The quad tree of an image is generated by looking at the complexity of the image within a square region, and then either storing a description of the image within that square, or splitting the square into four quadrants and describing those separately. One problem with quad trees is that it is difficult to perform a general rotation operation on them; this is not a problem with DC-NOD() as the division structure is not stored.

4.3 Computational Complexity of Spatial Subdivision

A worst-case analysis of the computational complexity of this spatial subdivision stage only shows that it will not dominate the complexity of the composite algorithm; experimentally this is extremely pessimistic. On the other hand calculating the expected complexity is difficult, partly because the analysis required is not trivial, but also because it is difficult to characterise the inputs to the algorithm, as we do not have a statistical model

for a "typical" NOD problem. Thus we shall present only a simplistic, but nevertheless useful, analysis of the expected complexity.

Consider the case where the region of interest is a unit square and, furthermore, the only primitive shapes are squares, of varying sizes, which are aligned with the region of interest. Let the initial tree given as input to \( DC-NOD() \) contain \( N \) leaf nodes. Furthermore, let us consider only the simplest version of the control predicate \( \text{can-do}() \), namely one that counts the number of leaf nodes in the initial tree and, on the basis of that count only, chooses a number \( D \) so that the initial unit square is divided into a \( 2^D \times 2^D \) grid by a uniform pattern of recursive calls. At each division stage a square is taken and divided into four quadrants, and so there will be \( M = 4^D \) final regions. Each call to \( DC-NOD() \) involves an immediate time cost that is linear in the size of the tree that it is given, and results in either a call to \( \text{base-NOD}() \) or in four further calls to \( DC-NOD() \). Thus the total time cost for the division process is proportional to:

\[
\text{the sum, over all invocations of } DC-NOD(), \text{ of the size of their inputs}
\]

which is proportional to

\[
\text{the sum, over all invocations of } DC-NOD(), \text{ of the number of primitives in the simplified trees for each region}
\]

which is proportional to

\[
\text{the sum, over all primitives, of the number of regions corresponding to a call to } DC-NOD() \text{ that intersect the boundary of the primitive}
\]

Thus in estimating the time cost we can scale up the cost of a single primitive.

A primitive is in a simplified tree if its boundary crosses the corresponding region. For large primitives (of similar size to the initial unit square) the number of regions affected from a uniform grid of size \( 2^d \times 2^d \) is approximately proportional to the length of the perimeter of the primitive divided by the diameter of the regions—i.e., \( 2^d \). Thus the total cost for the large primitive is approximately \( 1 + 2 + 4 + \cdots + 2^D \), which is \( O(2^D) = O(\sqrt{M}) \). For small primitives (i.e. of size comparable with the final grid size, or smaller) each primitive will only affect a bounded number of regions at each division stage, with total cost of \( O(D) = O(\log M) \). (This result has similarities with the result given in [Sam80] for generating a quad tree.) This gives a total
time bound for all $N$ primitives that is $O(N \sqrt{M})$; this compares favourably with simply choosing an initial grid and calling base-NOD() $M$ times with the initial tree, which has a cost of $O(NM)$. As we are restricting ourselves to fixing $M$ at the first call of the procedure we can estimate the costs of using different formulae for $M$: choosing $M$ as $O(N)$, which we believe is reasonable, gives a time bound of $O(N^{3/2})$ for the division process; choosing $M$ as $O(N^2)$, which we believe is pessimistic, gives a time bound of $O(N^3)$. Extending the analysis to 3 dimensions we see that large primitives will be taken into account in regions which straddle the boundary of the primitives, which gives a time bound for these primitives of $O(NM^2/3)$; using the values for $M$ suggested above gives a time bound of $O(N^{5/3})$ and $O(N^{7/3})$; in four dimensions the corresponding bounds are $O(NM^{3/4})$, $O(N^{7/4})$ and $O(N^{5/2})$.

We do not present here an analysis of time complexity for the procedure base-NOD(). [Til81] and [Cam84] argue that, under some reasonably general restrictions on the spatial distributions of the primitives in the CSG tree, if we choose $M \propto N$ in the analysis above then the complexity of algorithm will be asymptotically bounded by the cost of performing the spatial subdivision. We can illustrate this behaviour by noting that we could set up the control predicate, can-do(), to bound the size of CSG trees considered by base-NOD(), and so we can envisage this latter routine as always returning within some unit time. Of course, to do this we have to allow DC-NOD() to consider regions smaller that the ones suggested above; however in this case we would also expect larger terminal regions where the complexity of the space was simpler and these would tend to balance the total cost. Experimentally this optimism seems well justified.

5 Exhaustive Methods

The routines described so far have tried their best to avoid looking closely at the geometry described by the CSG tree. In our experience they generally succeed in pruning down the amount of $\mathbb{R}^n$ that has to be examined in detail, as well as considerably reducing the size of the trees. This section concerns ways of implementing our routine base-NOD(), which takes as input a CSG tree and a region of $\mathbb{R}^n$ in which to look. The routine can be thought as a theorem prover, which has been asked to prove a theorem of first-order predicate calculus. The theorem is of the form, "there exists no point $x$ which is inside the object defined by the given CSG tree (within the region given)." The implementation of base-NOD() is highly domain specific, and the general techniques are described elsewhere (e.g., [Til84, Til80, Bro82]), but for
completeness we present an overview of our implementation of base-NOD() which concentrates on the aspects which are amenable to use in other (geometric) domains. There are two paradigms which we have found useful—the syntactic paradigm and the generate-and-test paradigm.

5.1 Syntactic Paradigm

Some formulae of the predicate calculus are independent of the values taken on by their arguments; these are the tautologies and contradictions of the propositional calculus. These occur rarely in general CSG trees, but are much more frequently found among the trees given to base-NOD() and the trees generated by the point classification routines (§5.2). The simplest, and most frequent, examples are the trees $\bot$ and $\top$. Trees consisting of a single half-space are also common. More complicated examples can only be detected if we identify equivalent and complementary half-spaces (or primitives) at the leaves of the CSG-trees. For example, if we have a tree of the form $A \otimes B$ and if we discover that $A$ corresponds to the half-space $x \leq 0$ and $B$ to $x \geq 0$ then we can establish the nullity of the tree by reference to the contradiction $X \cap \overline{X}$ (in a regularised set system). In our own system we identify such leaf nodes as part of the preprocessing stage described in §4.1 by numerically sorting the half-spaces, which is an $O(n \log n)$ process. This numerical comparison is practical when we are dealing with simple half-spaces, such as linear half-spaces, but identifying such leaf nodes in general domains could be difficult, due to rounding errors in the computer arithmetic. In such cases we could exploit meta-knowledge about surfaces; for example, if we have a robot planning system that knows that a robot will establish a face/face spatial relationship when it places an object on a surface, there is no need to perform a geometric comparison to establish that the face equations are then related [AP75]. Once we have identified such leaf nodes we check for the existence of a tautology or contradiction only if the number of distinct half-spaces $N$ is small (say $\leq 5$) and then by explicitly evaluating all $2^N$ possible truth values. This is not as ad hoc as it may at first appear; the regions passed to base-NOD() generally contain only a small number of geometric features, each of which correspond to a small number of half-spaces. The only common case in which larger numbers of half-spaces are found is when features are mated, in which case spatial subdivision is unable to reduce the size of the CSG trees, but the number of distinct half-spaces is still small. Such cases are common in robotic assemblies. This procedure could also be used to transform the CSG tree into conjunctive or disjunctive normal form and so guide the search for test points in the generate-and-test paradigm.
5.2 Generate-and-Test Paradigm

The standard way of performing NOD in $\mathbb{R}^3$ is to generate a set of possible edge-segments for the “object” and then to check to see if any really exist—if they do, the test returns false. This is an example of the generate-and-test paradigm.

One method of generating points for testing would be to choose them randomly. This has the advantage of simplicity, but also the distinct disadvantage of never terminating if the object is null. (However it could be used as a quick step if we had a case in which we expected the object not to be null.) To get around this non-termination we have to choose a finite and sufficient set of points. A non-null regular set must contain interior points, and as these are normally simpler to classify than boundary points it would be nice if we could choose interior points for our test set. Unfortunately it is difficult to generate such points a priori, and so points in the test set are likely to be on the boundary of the object. The “standard” technique in $\mathbb{R}^3$ is to take pairs of surfaces that bound the primitives, and intersect these to form candidate lines; these are in turn intersected with surfaces to form candidate edge segments; and these edge segments are then classified (as being inside, outside or surface). This generates a sufficient set of points because a (bounded) non-null three-dimensional set must have a two-dimensional boundary, which in turn must be a collection of surface patches which are bounded by edge-segments from the generated set. However it should be realised that any sufficient set of points could be used, such as points which would be interior to a surface patch or points which are candidate vertices; there is a compromise between ease of generating the set and the difficulty in classifying the points within it.

To classify a given point we may proceed as follows. We have a CSG tree; if we imagine a small region around the given point then we will see that we can use a limiting form of the tree simplification routine (§4.1) to form a new CSG tree valid about the point. (Instead of testing half-spaces against the corners of an arbitrarily small box we just evaluate the half-space functions at the point and reject any whose absolute value is larger than some small $\varepsilon$. ) Immediately we may discover that the equivalent CSG tree is $\perp$ or $\top$, corresponding to points that are outside or inside the object respectively. Otherwise we have to compute a local map of the region around the point—a so-called neighbourhood computation [Til80, Bro82] Intuitively, a neighbourhood is a map that is valid in some arbitrarily small region about the point. As an example, consider figure 12(a), which shows a slotted block. If we want to classify the point shown, which lies on an edge, then a suitable neighbourhood map is shown in figure 12(b); it is two-dimensional,
Figure 12: An Example of a Neighbourhood Computation
as the edge "looks the same" in the direction of the edge, and it is accurate within some arbitrarily small sphere, centred on the point. (Note that we cannot always rely on being able to make a neighbourhood map using linear entities; in particular two curved surfaces may have the same normal at the test point, and will then have to be sorted by curvature.) If the slotted block is described in the natural way as the difference of two blocks then the simplified CSG tree for the neighbourhood will be of the form \( B_1 \ominus (A_1 \ominus A_2) \), where \( B_1 \) is the half-space of the larger block which forms the top of the slotted block, \( A_1 \) is the corresponding half-space for the smaller, differenced block, and \( A_2 \) is the half-space of the smaller block that forms the wall of the slot. These half-spaces are labelled in figure 12(c), with the labels on the "matter" side of the half-space boundaries; note that \( B_1 \) and \( A_1 \) are equivalent as half-spaces. To classify the point, imagine walking around the point in the neighbourhood map, and stop each time we cross the boundary of a half-space. For our example, this might be at the points N, E, S and W shown in figure 12(d). If at each point at which we stop we take our existing local CSG tree, and simplify it again with respect to our new point, then the only possible results are \( \top \), \( \bot \), or some set-combination of half-spaces with the same boundary which is easily evaluated, possibly using the syntactic paradigm. Continuing with the example of figure 12, the point N is outside \( B_1 \) and \( A_1 \), and so we refine our local tree as follows:

\[
B_1 \ominus (A_1 \ominus A_2) \rightarrow \bot \ominus (\bot \ominus A_2) \rightarrow \bot
\]

The point E gives \( B_1 \ominus (A_1 \ominus \top) \rightarrow B_1 \ominus A_1 \), which requires use of the syntactic paradigm to show its equivalence to the null tree; the point S yields \( \top \ominus (\top \ominus A_2) \rightarrow \neg A_2 \); and the point W yields \( B_1 \ominus (A_1 \ominus \bot) \rightarrow B_1 \). The last two are not equivalent to \( \bot \), which is not surprising as they correspond to the real faces bounding the edge. For the purpose of NOD we only have to look out for any evidence of non-nullity, which is easily discovered from the procedure above.

Thus it may be seen that the classification process is essentially one of reducing the dimensionality of the problem in order to be able to manipulate them within the discrete, linear memory of a computer. In the case of classifying the edge segments we chose a point interior to the segment so that we could reduce the problem to classifying a general point in two-dimensions, namely within the confines of an arbitrarily small "disc"—the neighbourhood map. In turn we could produce a local map for the disc, and then if necessary move away from the centre of the disc along the (projected) half-space boundaries to find points for which the classification problem is equivalent to solving for a point in a one-dimensional space; this last problem has a simple solution.
This necessity of performing dimensional reduction explains why we did not take the set of candidate vertices of the object (in $\mathbb{R}^3$); classifying such points entails considering a neighbourhood that is topologically equivalent to a sphere. Similarly we see that it would be easier still to classify points that can only lie interior to surface patches, as then we only have to look at a line that pierces the patch to perform the classification. However there is, in general, no easy way to generate such points as we would first have to intersect all pairs of surface patches!

In the case of $\mathbb{R}^4$ we use a similar analysis. First, to generate a set of candidate points we take all triples of half-space boundaries to form candidate lines, then use the half-space boundaries again to produce candidate edge-segments. Testing points within these segments is equivalent to testing a general point in three-dimensions, and so we can use the mechanisms described above to effect further reductions in problem dimensionality.

Finally, we may note that this exhaustive process can be viewed as exploring a search space. The first branches in our process tree correspond to the computation of the sufficient set of test points, and the later branches correspond to testing further points which are generated by the dimensional reduction mechanism. The only order for exploring this search space that we have tried is depth-first search; this is due mainly to the problems with memory management in the current incarnation of our system. Other search strategies could prove fruitful in situations where we expect the object not to be null.

6 Interference Detection in ROBMOD

The routines described in this paper have been implemented into a geometric modelling system called ROBMOD [CA88, Cam84]. ROBMOD is a CSG system which also has provisions for producing boundary information, and has been used as a test-bed for research into the use of spatial reasoning for robotics, such as the collision detection problem [Cam85, Cam84], and as a geometric processor for the RAPT robot language [ACC86] and for the Oxford Autonomous Guided Vehicle Project [Cam88].

S-bounds, based upon boxes aligned with the world coordinate system, are used by default in most of ROBMOD’s algorithms. As described in §2 we effectively run setSB($3, T$) to set up the S-bounds. If we consider the situation shown in figure 1, where we are testing to see whether the intersection of the two robots is null, then this reduces the initial set of 38 primitive bounds (figure 13(a)) into the bounds shown in figure 13(b) after one call to upSB() and downSB(), and then to a null-bounded CSG tree after another two pairs
of calls. Figures 13(c) and 13(d) show covering sets for this tree, generated after the equivalent of set-SBs\((1, T)\) and set-SBs\((2, T)\) respectively.

Figure 14(a) shows a different situation, where we are testing for interference between a single robot and its environment. The environment consists of the table on which the robot sits, a block, and 8 rods, the latter being included to clutter the robot's environment. Figure 14(b) shows the initial set of bounds around the primitives; it can be seen that there are a considerable number of interferences between the bounds. These interferences serve to reduce the effectiveness of the S-bounds stage, but despite this the resultant covering set, figure 14(c), is a considerable improvement over testing the entire workspace. Aligning the S-bounds with the robot arm improves the situation considerably (figure 14(d)): if we move the elbow of the robot so that there is no longer any interference between the robot and the block then this alignment reduces the computation time required to prove non-interference by about one-third.

As a final example, consider testing for interference between a "ray" and an object. We can simulate this in our system by using a long, thin block in place of the ray; such a ray is shown intersecting a robot in figure 15(a). (The system is happy considering arbitrarily thin "rays"; we have shown a reasonably thick ray for clarity.) Figure 15(b) shows the ray together with the initial S-bounds around the robot; after a single pass a new S-bound set is obtained about the primitives (figure 15(c)), which is only slightly improved by further passes (figure 15(d)). S-bound processing could be used in this way in a ray-casting system; an alternative approach, which may be faster if we want to pass a large number of parallel rays into the model (as is generally the case in picture generation) would be to generate the S-bounds for each ray in parallel. If we consider the thick ray of figure 15 then we note that the S-bounds created are valid for any 'thin' ray within the thick ray. In particular we could split the thick ray into four quarter-rays, copying the S-bounds for each quarter-ray and then performing further refinements. For a large number of rays this would distribute the cost of generating localised bounded trees, in the same way that the dynamic divide-and-conquer strategy employed in \textit{DC-NOD()} distributes the cost of generating localised trees for base-NOD().

7 Summary

We have described a complete intersection detection routine that is composed of several separable stages. The first stage consists of installing and then refining a set of bounds about the nodes in the CSG tree; these bounds
Figure 13: Various primitive bounds for the two robots
Figure 14: Robot tested in a cluttered environment
Figure 15: Ray Casting with S-Bounds
are based on the new theory of S-bounds. Once refined the bounds may prove sufficient to prove non-interference; otherwise the problem is split by considering a covering set for the tree, and considering the appropriate bound separately. This is a useful step because we are then able to incrementally simplify the CSG trees considered, using the concept of redundancy.

The next stage begins to consider the underlying geometry of the CSG primitives in more detail. We use a spatial subdivision method to split the problem spatially into a number of sub-problems. This technique is used to reduce the computational complexity of the routine significantly as it replaces one expensive problem by a number of (normally) much cheaper problems. Finally we may need to examine the geometry in detail. This part of the routine is the most domain-dependent. We have described a pair of paradigms that are reasonably general, namely one based on checking the form of Boolean functions, and one based on exploring the space looking for evidence of intersection. Other methods could easily be used in their place.

We have only detailed here algorithms that return a purely Boolean answer to the NOD or intersection question; in fact it is not too difficult to modify the routines to give some idea of the size and location of the intersection set. As described the S-bounds and spatial subdivision routines already find regions of space that might contain "matter", and in some cases where only a rough characterisation of the intersection set is required a list of those regions that turn out not to be empty may suffice. For a complete characterisation of the intersection set we would require domain-dependent (and tedious) modifications to the methods of §5 to return the appropriate boundary information.

We are wary about giving CPU timings for these routines because they are dependent on both the particular implementation and (more importantly) because they vary with the situations given. In many cases we have found that the S-bounds method is itself able to provide an answer very quickly. Otherwise, for our robotic workcells then as a rough rule-of-thumb we expect to see processing time increases of roughly a factor of five, two and thirty if we disable the S-bound refinement stage, the redundancy stage, and the spatial subdivision stage separately. However we should note that the stages do overlap in their effectiveness, as, say, the S-bounds refinement step tends to discard regions of space that would be easily processed by the spatial subdivision stage. Thus the total speedup for the entire routine, over just performing an exhaustive method with bounded primitives, is only a factor of about one hundred. On a SUN 3/160 workstation (without a floating-point accelerator) then we do expect the routine to return within one or two seconds in the worst cases seen.

Although we have described interference detection within a CSG mod-
elling system it is clearly possible to carry out the S-bound and redundancy
stages within a B-rep modeller provided that a set-combination tree is avail­
able for the objects. However the other two stages described are of more
limited use in this case. We could perform spatial subdivision as described,
but there is a considerable overhead in testing and refining the entities in
the B-rep model.
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Appendix

For convenience in the proofs that follow we will define a class of auxiliary functions, \( \phi_\beta \), by the following rules:

- If \( L \) is a leaf node then \( \phi_\beta(L) = \iota(L) \)
- If \( T \) is a node of the form \( A \left\{ \oplus \right\} B \) then
  \[
  \phi_\beta(T) = I_\beta(A) \left\{ \bigcup \right\} I_\beta(B).
  \]

Then it is an easy proof (by structural induction [Bur69]) that \( I_\beta(T) = \phi_\beta(T) \cap \beta(T) \) for all trees \( T \).

○ The Upward Theorem

Let \( T \) be a bounded tree with \( S \)-bound function \( \beta \). If \( T \) is any subtree of \( T \) with immediate subtrees \( T_1 \) and \( T_2 \) then another \( S \)-bound function for \( T \) is given by \( \beta' \), where

\[
\beta' = \beta[T \vdash S \cap \beta(T)],
\]
and the set \( S \) is given by

\[
S = \begin{cases} 
\beta(T_1) \cup \beta(T_2) & \text{if } T = T_1 \oplus T_2 \\
\beta(T_1) \cap \beta(T_2) & \text{if } T = T_1 \ominus T_2 \\
\beta(T_1) & \text{if } T = T_1 \otimes T_2
\end{cases}
\]

Proof

It is sufficient to show that \( I_{\beta''}(T') = I'(T) \) for any bounding function \( \beta'' \) with \( \beta'' \supseteq \beta' \), where \( \beta' \) is defined as above, and any interpretation \( \iota' \subseteq \iota \). The idea behind the proof is that if \( \beta'' \) is any such bounding function then we can find another bounding function \( \beta^1 \) satisfying the conditions

(a) \( I_{\beta''}(T) = I'_{\beta^1}(T) \)

(b) \( \beta^1 \) is identically equal to \( \beta'' \) except that \( \beta^1(T) \supseteq \beta(T) \), \( \beta^1(T_1) \supseteq \beta(T_1) \), and \( \beta^1(T_2) \supseteq \beta(T_2) \).

Condition (b) implies that \( \beta^1 \) is itself an \( S \)-bound function (as \( \beta \) is), and as \( \beta^1 \) is equal to \( \beta'' \) except on \( T \), \( T_1 \) and \( T_2 \) then it follows (from condition (a)) that \( I_{\beta^1}(T) = I'_{\beta''}(T) \), and so both are equal to \( I'(T) \).

To choose \( \beta^1 \) we consider the three cases corresponding to the operator of \( T \).
Operator is $\oplus$

Consider the sets $A = \beta''(T) \cup \beta(T)$ and $B = \beta''(T) \cup \beta(T_1) \cup \beta(T_2)$. Then $A \supseteq \beta(T)$, $B \supseteq \beta(T_1)$, $B \supseteq \beta(T_2)$, and

$$A \cap B = \beta''(T) \cup \{\beta(T) \cap [\beta(T_1) \cup \beta(T_2)]\} = \beta''(T) \cup \beta'(T) = \beta''(T)$$

as $\beta''(T) \supseteq \beta'(T)$. Thus

$$I_{\beta''}(T) = \phi_{\beta''}(T) \cap \beta''(T)$$

$$= \left\{[\phi_{\beta''}(T_1) \cap \beta''(T_1)] \cup [\phi_{\beta''}(T_2) \cap \beta''(T_2)]\right\} \cap (A \cap B)$$

$$= \left\{[\phi_{\beta''}(T_1) \cap [\beta''(T_1) \cap B] \cup [\phi_{\beta''}(T_2) \cap \beta''(T_2) \cap C]\right\} \cap A$$

So if we take $\beta^+(T) = A$, $\beta^+(T_1) = \beta''(T_1) \cap B$, and $\beta^+(T_2) = \beta''(T_2) \cap B$ then $I_{\beta''}(T)$ will be identically equal to the expression above and $\beta^+$ will be of the required form.

Operator is $\otimes$

Consider the sets $A = \beta''(T) \cup \beta(T)$, $B = \beta''(T) \cup \beta(T_1)$, and $C = \beta''(T) \cup \beta(T_2)$. Then $A \supseteq \beta(T)$, $B \supseteq \beta(T_1)$, $C \supseteq \beta(T_2)$, and

$$A \cap B \cap C = \beta''(T) \cup \{\beta(T) \cap [\beta(T_1) \cap \beta(T_2)]\} = \beta''(T) \cup \beta'(T) = \beta''(T)$$

Thus

$$I_{\beta''}(T) = \left\{[\phi_{\beta''}(T_1) \cap \beta''(T_1)] \cap [\phi_{\beta''}(T_2) \cap \beta''(T_2)]\right\} \cap (A \cap B \cap C)$$

$$= \left\{[\phi_{\beta''}(T_1) \cap \beta''(T_1) \cap B] \cap [\phi_{\beta''}(T_2) \cap \beta''(T_2) \cap C]\right\} \cap A$$

and so choose $\beta^+(T) = A$, $\beta^+(T_1) = \beta''(T_1) \cap B$, and $\beta^+(T_2) = \beta''(T_2) \cap C$.

Operator is $\ominus$

Consider the sets $A = \beta''(T) \cup \beta(T)$ and $B = \beta''(T) \cup \beta(T_1)$. Then $A \supseteq \beta(T)$, $B \supseteq \beta(T_1)$, and $A \cap B = \beta''(T)$. So

$$I_{\beta''}(T) = \left\{[\phi_{\beta''}(T_1) \cap \beta''(T_1)] - [\phi_{\beta''}(T_2) \cap \beta''(T_2)]\right\} \cap (A \cap B)$$

$$= \left\{[\phi_{\beta''}(T_1) \cap \beta''(T_1) \cap B] - [\phi_{\beta''}(T_2) \cap \beta''(T_2) \cap B]\right\} \cap A$$

and so choose $\beta^+(T) = A$, $\beta^+(T_1) = \beta''(T_1) \cap B$ and $\beta^+(T_2) = \beta''(T_2)$.
○ The Downward Theorem

Let $T$ be a bounded tree with $S$-bound function $\beta$. If $T$ is any subtree of $T$, and $T'$ is an immediate subtree of $T$, then another $S$-bound function for $T$ is given by $\beta'$, where

$$\beta' = \beta[T' \vdash \beta(T) \cap \beta(T')]$$

Proof It is sufficient to prove that

$$\mathcal{I}_{\beta'}(T) = \mathcal{I}'(T)$$

for any bounding function $\beta'' \supseteq \beta'$, and any interpretation $\iota' \subseteq \iota$. Proceed by considering the cases of the set operation at $T$, but first, consider the sets $A = \beta''(T') \cup \beta(T)$ and $B = \beta''(T') \cup \beta'(T')$. Then $A \supseteq \beta(T)$, $B \supseteq \beta(T')$, and

$$A \cap B = \beta''(T') \cup [\beta(T) \cap \beta(T')] = \beta''(T') \cup \beta'(T') = \beta''(T')$$

We also require the following two lemmas, which are presented here without proof. (Proof is by structural induction; they are proved in [Cam84].)

○ Lemma Down1

Let $T$ be a bounded tree with bounding function $\beta$ and interpretation of primitives $\iota$. If $S$ is an arbitrary set and $\iota'$ is the interpretation given by

$$\iota'(P) = \begin{cases} 
\iota(P) \cap S & \text{if } P \text{ is a zero-order primitive of } T \\
\iota(P) & \text{otherwise}
\end{cases}$$

then $\mathcal{I}_{\beta'}(T) = \mathcal{I}_{\beta}(T) \cap S$.

○ Lemma Down2

Let $T$ be a bounded tree with two bounding functions $\beta^*$ and $\beta^\dagger$, and two interpretations, $\iota^*$ and $\iota^\dagger$. If we are given a subtree $T'$ of $T$, and a subtree $T''$ of $T$ such that

- $\beta^*$ and $\beta^\dagger$ are identical on all subtrees of $T$ which are not subtrees of $T'$,
- $\iota^*$ and $\iota^\dagger$ are identical on all primitives of $T$ which are not primitives of $T'$, and
• \( \mathcal{I}_{\beta_1}^1(T') \subseteq \mathcal{I}_{\beta_1}^1(T) \),

then if \( T' \) is \( \left\{ \text{positive} \right\} \) in \( T \), \( \mathcal{I}_{\beta_1}^1(T) \left\{ \subseteq \frac{1}{2} \right\} \mathcal{I}_{\beta_1}^1(T) \).

This lemma may be paraphrased by "making a positive subtree larger results in a larger tree, and making a negative subtree larger results in a smaller tree".

**Operator is \( \ominus \)**

Assume without loss of generality that \( T = T' \ominus T'' \). Then

\[
\mathcal{I}_{\beta''}^\ominus(T) = \left\{ \phi_{\beta''}(T') \cap A \cap B \cap \mathcal{I}_{\beta''}^\ominus(T'') \right\} \cap \beta''(T)
\]

\[
= \left\{ \left[ \phi_{\beta''}(T') \cap B \right] \cap \mathcal{I}_{\beta''}^\ominus(T'') \right\} \cap \left[ \beta''(T) \cap A \right].
\]

So consider the bounding function \( \beta^1 \), which is identical to \( \beta'' \) except that \( \beta^1(T) = \beta''(T) \cap A \) and \( \beta^1(T') = B \). Then \( \beta^1 \supseteq \beta \) (and so is an S-bound function), \( \mathcal{I}_{\beta^1}^\ominus(T) = \mathcal{I}_{\beta_1}^1(T) \), and \( \beta^1 \) is identical to \( \beta'' \) outside \( T \). So

\[
\mathcal{I}_{\beta^1}^\ominus(T) = \mathcal{I}_{\beta_1}^1(T) = T'(T)
\]

as required.

**Operator is \( \oplus \)**

Assume without loss of generality that \( T = T' \oplus T'' \), and note that for any bounding function \( \beta \)

\[
\mathcal{I}_{\beta}^\oplus(T) = \left\{ \phi_{\beta}(T') \cap \beta(T') \cap \beta(T) \right\} \cup \left\{ \mathcal{I}_{\beta}(T'') \cap \beta(T) \right\} \quad (2)
\]

Then consider the bounding functions \( \beta^1 = \beta''[T' \vdash B] \) and \( \beta^1 = \beta''[T \vdash A \cap \beta''(T)] \). Then \( \beta^1 \supseteq \beta \) and \( \beta^1 \supseteq \beta \), and so both are S-bound functions. Using identity (2), and noting that \( \phi_{\beta''}(T') = \phi_{\beta_1}(T') = \phi_{\beta_1}(T') \), we have

\[
\mathcal{I}_{\beta_1}^\oplus(T) = \left\{ \phi_{\beta_1}'(T') \cap A \cap B \cap \beta''(T) \right\} \cup \left\{ \mathcal{I}_{\beta_1}^\oplus(T'') \cap \beta''(T) \cap A \right\}
\]

\[
\mathcal{I}_{\beta''}^\ominus(T) = \left\{ \phi_{\beta''}(T') \cap A \cap B \cap \beta''(T) \right\} \cup \left\{ \mathcal{I}_{\beta''}^\ominus(T'') \cap \beta''(T) \right\}
\]

\[
\mathcal{I}_{\beta_1}^1(T) = \left\{ \phi_{\beta_1}'(T') \cap B \cap \beta''(T) \right\} \cup \left\{ \mathcal{I}_{\beta_1}^1(T'') \cap \beta''(T) \right\}
\]

and so

\[
\mathcal{I}_{\beta_1}^\oplus(T) \subseteq \mathcal{I}_{\beta''}^\ominus(T) \subseteq \mathcal{I}_{\beta_1}^1(T)
\]
Using Lemma Down2, and defining 0 to be \( T \) is positive in \( T \), otherwise, we have
\[
T_{\beta_1}(T) \cap T_{\beta_2}(T) \cap T_{\beta_3}(T)
\]  
But \( \beta^1 \) and \( \beta^2 \) are both S-bound functions, and so the outermost terms in (3) are both equal to \( T'(T) \), and
\[
T_{\beta_1}(T) = T'(T)
\]
as required.

**Operator is \( \Box \)**

If \( T \) can be written in the form \( T' \cap T'' \) then the result holds as in the \( \Box \) case, as \( \phi_{\beta_1}(T) = T_{\beta_1}(T') \cap T_{\beta_1}(T'') \). So consider \( T = T'' \cap T' \). This case is by far the most difficult case to prove. (It is also the only case that requires S-bounds to be different from totally consistent bounding functions). Firstly, define the extra bounding functions \( \beta^1 = \beta^2(T \vdash \beta(T)) \) and \( \beta^2 = \beta^2[T' \vdash \beta^2(T')) \). Then note that \( \beta^1 \supset \beta \), and is thus an S-bound function. Secondly, define the interpretation
\[
\tau''(P) = \begin{cases} 
\tau'(P) \cap \beta(T) & \text{if } P \text{ is a primitive of zero-order in } T' \\
\tau'(P) & \text{otherwise}
\end{cases}
\]
and note that by Lemma Down1
\[
T''(T') = T'(T') \cap \beta(T)
\]  
The main stages of the proof follow.

**Step 1: Show that \( \beta^1 \) is consistent**

Consider \( \beta^1 \), and note that for any interpretation \( \tau^0 \subseteq \tau \)
\[
T_{\beta^1}(T) = \left\{ T_{\beta^1}(T'') - [\phi_{\beta^1}(T') \cap \beta^1(T')] \right\} \cap \beta^1(T) \\
= \left\{ T_{\beta^2}(T'') - [\phi_{\beta^2}(T') \cap \beta^2(T')] \right\} \cap \beta^1(T) \\
\text{by the definition of } \beta^1 \\
= [T_{\beta^2}(T'') \cap \beta(T)] - [\phi_{\beta^2}(T') \cap A \cap B] \\
= \left\{ [T_{\beta^2}(T'') \cap \beta(T)] - [\phi_{\beta^2}(T') \cap B] \right\} \cup \left\{ [T_{\beta^2}(T'') \cap \beta(T)] - A \right\} \\
\text{by the identity } X - (Y \cap Z) = (X - Y) \cup (X - Z) \\
= [T_{\beta^2}(T'') \cap \beta(T)] - [\phi_{\beta^2}(T') \cap B] \\
as \text{as } T_{\beta^2}(T'') \cap \beta(T) \subseteq \beta(T) \subseteq A \\
= T_{\beta^2[T'' \cap B]}(T)
\]
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But \( \beta^+[T' \vdash B] \supseteq \beta \), and so is an S-bound function, and \( \beta^+[T' \vdash B] \) is identical to \( \beta \) outside \( T \), and so

\[
\mathcal{I}^0_{\beta^1}(T) = \mathcal{I}^0_{\beta^1[T' \vdash B]}(T) = \mathcal{I}^0(T)
\]
i.e.
\[
\mathcal{I}^0_{\beta^1}(T) = \mathcal{I}^0(T) \quad \text{for any } \iota \subseteq \iota.
\] (5)

**Step 2: Show** \( \mathcal{I}''(T) = \mathcal{I}'(T) \)

Note that

\[
\mathcal{I}'_{\beta^1}(T) = \left\{ \mathcal{I}'_{\beta^1}(T) - \mathcal{I}'_{\beta^1}(T') \right\} \cap \beta(T)
\]
\[
= \left\{ \mathcal{I}'_{\beta^1}(T) - \left[ \mathcal{I}'_{\beta^1}(T') \cap \beta(T) \right] \right\} \cap \beta(T)
\]
by the identity \((X - Y) \cap Z = (X - (Y \cap Z)) \cap Z\)
\[
= \left\{ \mathcal{I}'_{\beta^1}(T) - \mathcal{I}''_{\beta^1}(T') \right\} \cap \beta(T)
\]
by (4)
\[
= \mathcal{I}''_{\beta^1}(T) \quad \text{as } \mathcal{I}''(P) = \mathcal{I}'(P) \text{ for primitives of } T''
\]

But \( \mathcal{I}''(P) = \mathcal{I}'(P) \) for all primitives which are not primitives of \( T \), and so

\[
\mathcal{I}'_{\beta^1}(T) = \mathcal{I}''_{\beta^1}(T)
\]

But \( \beta^+ \) is consistent over \( \iota' \) and \( \iota'' \) (by (5)), and so

\[
\mathcal{I}''(T) = \mathcal{I}'(T)
\] (6)

**Step 3: Show** \( \mathcal{I}''_{\beta^1}(T) = \mathcal{I}'(T) \)

Now consider \( \beta^+ \). \( \beta^+ \) is an S-bound function, and so

\[
\mathcal{I}''_{\beta^1}(T) = \mathcal{I}''(T) = \mathcal{I}'(T) \quad \text{by (6)}
\]
i.e.
\[
\mathcal{I}''_{\beta^1}(T) = \mathcal{I}'(T)
\] (7)

Further

\[
\mathcal{I}''_{\beta^1}(T') = \mathcal{I}''_{\beta^1}(T') \cap \beta(T) \quad \text{by Lemma Downl}
\]
\[
= \phi'_{\beta^+}(T') \cap \left\{ \beta''(T') \cup \beta(T') \right\} \cap \beta(T)
\]
by the definition of \( \beta^+ \)
\[
= \phi'_{\beta^+}(T') \cap \left\{ \left[ \beta''(T') \cap \beta(T) \right] \cup \left[ \beta'(T') \cap \beta(T) \right] \right\}
\]
by distributivity
\[
= \phi'_{\beta^+}(T') \cap \left\{ \left[ \beta''(T') \cap \beta(T) \right] \cup \beta'(T') \right\}
\]
\[
= \phi'_{\beta^+}(T') \cap \left\{ \beta''(T') \cup \beta'(T') \right\} \cap \left\{ \beta(T) \cup \beta'(T') \right\}
\]
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\[ = \phi_{g_1}(T') \cap \{ \beta''(T') \cap \beta(T) \} \]
\[ = \{ \phi_{g_1}(T') \cap \beta''(T') \} \cap \beta(T) \]
\[ = I_{g_1}(T') \cap \beta(T) \]
\[ = I_{g_1}'(T') \quad \text{by Lemma Down1} \]
\[ \text{i.e.} \quad I_{g_1}'(T') = I_{g_1}''(T') \quad \text{(8)} \]

But \( \beta \) and \( \beta'' \) are identical outside \( T' \), and so (8) implies that
\[ I_{g_1}(T) = I_{g_1}''(T) \]
and then (7) implies
\[ I_{g_1}''(T) = \hat{T}(T) \quad \text{(9)} \]

**Step 4: Bracket \( I_{g_1}(T) \)**

\[ I_{g_1}(T) = \phi_{g_1}(T) \cap \beta'(T) = \phi_{g_1}(T) \cap \beta''(T) \cap \beta(T) = I_{g_1}'(T) \cap \beta(T) \]

and so
\[ I_{g_1}'(T) \subseteq I_{g_1}''(T) \quad \text{(10)} \]

Also, by Lemma Down1, \( I_{g_1}''(T') = I_{g_1}'(T') \cap \beta(T) \), and so
\[ I_{g_1}''(T') \subseteq I_{g_1}'(T') \quad \text{which implies} \]
\[ I_{g_1}'(T) \subseteq I_{g_1}''(T) \quad \text{(11)} \]

Combining (10) and (11) gives
\[ I_{g_1}'(T) \subseteq I_{g_1}''(T) \subseteq I_{g_1}''(T) \quad \text{(12)} \]

But by Lemma Down2, (12) implies
\[ I_{g_1}'(T) \sqcap I_{g_1}''(T) \sqcap I_{g_1}'''(T) \]

where \( \sqcap \) is \( \subseteq \) if \( T \) is positive in \( T \), and \( \supseteq \) otherwise. But by (5) and (9) both of the outermost terms in this relationship are equal to \( I'(T) \), and so
\[ I_{g_1}'''(T) = I'(T) \], as required.

\( \circ \) **S-bound Intersection Theorem**

Let \( \beta_1 \) and \( \beta_2 \) be S-bound functions over some tree \( T \); then so is
\( \beta_1 \sqcap \beta_2 \), where \( (\beta_1 \sqcap \beta_2)(T) = \beta_1(T) \cap \beta_2(T) \) for all subtrees \( T \) of \( T \).
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Proof Given any bounding function \( \beta \), we can define two associated bounding functions \( \beta \) and \( \hat{\beta} \) as follows:

- \( \hat{\beta}(T) = \beta(T) \)
- If \( T' \) is an immediate subtree of \( T \), then \( \hat{\beta}(T') = \beta(T') \cap \beta(T) \).
- \( \hat{\beta}(L) = \hat{\beta}(L) \) for all leaf nodes of \( T \), and \( \hat{\beta}(T) = \Omega \) for all other nodes.

Then the following lemma holds:

\( \diamond \) S-bound Distribution Lemma

Given a bounding function \( \beta \), then if any of \( \beta, \hat{\beta} \) or \( \beta \) is an S-bound function, so are all the others.

To prove the lemma, note that \( \hat{\beta} \subseteq \beta \) and \( \hat{\beta} \subseteq \beta \), and so if \( \beta \) is an S-bound function, so are \( \beta \) and \( \hat{\beta} \). Further, if \( \beta \) is an S-bound function then we may apply the Downward Theorem repeatedly to show \( \hat{\beta} \) is. So it will suffice to show that \( \hat{\beta} \) is an S-bound function if \( \beta \) is. Now note that if \( T \) has immediate subtrees \( T_1 \) and \( T_2 \), then if \( \beta' \) is an S-bound function with \( \beta'(T_1) = \hat{\beta}(T_1) \) and \( \beta'(T_2) = \hat{\beta}(T_2) \), then by applying the Upward Theorem to \( T \) we can show that \( \beta'[T] \cap (\beta'(T_1) \cup \beta'(T_2)) \) is an S-bound function, and as \( \beta'(T) \cap (\beta'(T_1) \cup \beta'(T_2)) \subseteq \hat{\beta}(T_1) \cup \hat{\beta}(T_2) \subseteq \hat{\beta}(T) \) then we can use induction, starting with \( \beta \), to show that \( \beta \) is an S-bound function. This completes the proof of the lemma.

So if \( \beta_1 \) and \( \beta_2 \) are S-bound functions, so are \( \hat{\beta}_1 \) and \( \hat{\beta}_2 \). Further, it is easily shown that \( \beta_1 \circ \beta_2 = \hat{\beta}_1 \circ \hat{\beta}_2 \), and so it will suffice to show that either is an S-bound function. Given any \( \xi \subseteq \iota \), and any \( \beta^* \subseteq \beta_1 \circ \beta_2 \), we need to show that \( I_{\beta^*}(T) = I_{\iota}(T) \). We define \( \beta'_1 \) and \( \beta'_2 \) by \( \beta'_i(T) = \beta^*(T) \cup \beta_i(T) \) for all trees \( T \) and \( i = 1, 2 \)—then both are S-bound functions, with \( \beta^* = \beta'_1 \circ \beta'_2 \). Further, define \( \xi' = \xi \cap \beta'_i(L) \) for all leaf nodes \( L \). Thus \( I'_{\xi'}(L) = (\xi'(L) \cap \beta'_2(L)) \cap \beta'_1(L) = I_{\beta'_i}(L) \) for all such leaf nodes. But \( \beta'_1 \) is an S-bound function, and \( \xi' \subseteq \iota \), and so \( I'_{\beta'_1}(T) = I_{\beta'_1}(T) = I_{\iota}(T) \) as both bounding functions return \( \Omega \) away from leaf nodes. Similarly, we can show that \( I''_{\beta'_1}(T) = I''_{\beta'_2}(T) = I''_{\iota}(T) \). Thus \( I''_{\beta^*}(T) = I''_{\iota}(T) \) for all \( \iota \subseteq \iota \) and all \( \beta^* \subseteq \beta_1 \circ \beta_2 \), and so \( \beta_1 \circ \beta_2 \), and thus \( \beta_1 \circ \beta_2 \), are S-bound functions.

\( \diamond \) Redundancy Theorem

Let \( T \) be a tree with a totally consistent bounding function \( \beta \). If \( T \) is any positive subtree of \( T \) such that \( I(T) \cap \beta(T) = \emptyset \), then \( \beta[T] \cap \emptyset \) is another totally consistent bounding function on \( T \).
Proof We need to show that $I_{\beta^*_{[T \cdot \varnothing]}}(T) = I(T)$ for any $\beta' \supseteq \beta$ and any set $X$. Assume, without loss of generality, that $\beta'(T) = \beta(T)$. By lemma Down2 and the fact that $\beta'$ is totally consistent

$$I_{\beta^*_{[T \cdot \varnothing]}}(T) \subseteq I_{\beta^*_{[T \cdot X]}}(T) \subseteq I_{\beta^*_{[T \cdot \varnothing]}}(T) = I(T) = I_{\beta^*}(T)$$

and so it will be sufficient to show that $I_{\beta^*_{[T \cdot \varnothing]}}(T) \supseteq I_{\beta^*}(T)$.

Consider a new primitive interpretation, $\iota'$, given by $\iota'(P) = \iota(P) - \beta(T)$ for all primitives $P$. We can show, by structural induction, that

$$I_{\beta^*_{[T^*]}}(T^*) = I_{\beta^*}(T^*) - \beta(T)$$

for any bounding function $\beta^*$ and any subtree $T^*$ of $T$ (including $T$ itself).

Now $I_{\beta^*}(T) \subseteq \beta(T)$ by (13), and $I_{\beta'}(T) \subseteq \beta'(T) = \beta(T)$ by the definition of $I_{\beta'}$, and so

$$I'_{\beta'}(T) \subseteq \beta(T) \cap \beta'(T) = \emptyset$$

Thus $I_{\beta'}(T) = I'_{\beta^*_{[T \cdot \varnothing]}}(T)$, and so

$$I_{\beta'}(T) = I_{\beta^*_{[T \cdot \varnothing]}}(T)$$

Thus

$$I_{\beta^*_{[T \cdot \varnothing]}}(T) \supseteq I_{\beta^*_{[T \cdot \varnothing]}}(T) - \beta(T)$$

$$= I_{\beta^*_{[T \cdot \varnothing]}}(T)$$

$$= I_{\beta^*_{[T \cdot \varnothing]}}(T)$$

$$= I_{\beta^*_{[T \cdot \varnothing]}}(T) - \beta(T)$$

$$= I_{\beta^*_{[T \cdot \varnothing]}}(T)$$

$$= I_{\beta^*_{[T \cdot \varnothing]}}(T) - \beta(T)$$

$$= I_{\beta^*_{[T \cdot \varnothing]}}(T)$$

as required.