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Abstract

In this paper, we first present the concept of the $k$-th invariant. In contrast to the traditional invariants that hold for all cycles, $k$-th invariants guarantee to hold only after the $k$-th cycle from the initial state. We then present a bounded model checker BMChecker and an invariant prover IProver, both of which are based on circuit SAT techniques. Jointly, BMChecker and IProver are used to compute the $k$-th invariants, and are further integrated with a sequential SAT solver for checking sequential equivalence. Experimental results demonstrate that the new sequential equivalence checking framework can efficiently verify large industrial designs.

I. Introduction

With increasing use of sequential optimization techniques for performance, area, power dissipation, etc., sequential equivalence checking (SEC) is becoming increasingly important. In the past few years, several methods and techniques have been proposed to solve the SEC problem. Binary decision diagrams (BDDs) [1] have been widely used for various symbolic techniques [2, 3, 4, 5]. In these approaches, a product machine is constructed over the two finite state machines (FSMs) under verification [2, 3, 4]. For a given initial state, the fix-point computation is carried out on the product machine to compute the set of reachable states. The equivalence of the two FSMs can be proved by checking if the output of the product machine is constant 1 under all reachable states. The equivalence of the two FSMs can be proved by checking if the output of the product machine is constant 1 under all reachable states. A multiplexed machine, which combines the two FSMs under comparison, was introduced in [5]. The equivalence problem of the two FSMs is then transformed into a state equivalence problem of the multiplexed machine. These algorithms are suitable for small- to medium-sized circuits, but may not scale well for larger designs.

A computational model, called miter [11], was built from the two sequential circuits under verification in [6]. In this model, starting from the given initial state, if there exists any input sequence that would produce a constant 1 at the miter’s output, then the two circuits are not equivalent. Otherwise, they are equivalent. Through this miter model, the SEC problem is transformed into a sequential backward justification problem. Structural similarity is explored and used in [6, 7] for further reduction of the SEC complexity. In both approaches, induction-based proof and fix-point calculation are applied to detect equivalent signals. In addition, sequential Automatic Test Pattern Generation (ATPG) techniques [9, 10] are used in [6] to improve the efficiency for identifying equivalent flip-flop and internal signal pairs.

The method proposed in [7] introduces a two-timeframe, assume-and-prove circuit model for the product machine for efficient calculation of the maximum correspondence relation. In the first timeframe, potential equivalent signals, which are heuristically identified, are modeled. The correctness of these equivalences is then verified in the second timeframe. This procedure iterates until a fix-point is reached. The equivalences between signals remained at the end of this process form the maximum correspondence relation. Under the maximum correspondence relation, if the output of the product machine is constant 1, then the two circuits are equivalent. However, if the output of the product machine is not constant 1, it is not conclusive whether the circuits are equivalent or not. Therefore, this method is not complete.

In recent years, Boolean Satisfiability (SAT) has attracted tremendous research efforts, resulting in several efficient SAT solver packages such as zChaff [12], Berkmin [13] and C-SAT [14]. State-of-the-art SAT algorithms implemented in these tools have demonstrated their capability and efficiency for handling large industrial SAT problems.

In [16, 17], SAT solvers are applied in bounded model checking (BMC) for verifying safety properties. BMC systematically searches for counterexamples whose length is bounded by some integer $k$. The bound $k$ starts at 0 and is increased until a counterexample is found or a given threshold is reached. BMC can be viewed as a forward search method for finding a path from the given initial state to the objective. If such paths exist, BMC can find the shortest one among all solutions. Therefore, BMC is efficient for problems with short counterexamples. However, BMC is not complete since a property proven true for depths 0 through $k$ may not be true at depths greater than $k$. To achieve completeness, the diameter-based method was introduced
in [18, 19, 20] to find the true upper-bound \( k \) for the property. The interpolation-based method [21] approximates the set of reachable state to extend BMC for unbounded model checking. The \( k \)-induction-based method [22, 23] attempts to prove the correctness of properties as part of BMC unfolding.

In addition, SAT-based unbounded model checking (UMC) that employs SAT algorithms for pre-image calculation is introduced in [24, 25].

The sequential SAT solver \textit{Seq SAT} [15] employs backward justification techniques to find an input sequence that can satisfy the objective from the given initial state or prove no such input sequence exists. \textit{Seq SAT} uses the combinational SAT solver C-SAT [14] as the underlying engine and utilizes circuit structure information for better decision ordering. It can be proved that the \textit{Seq SAT} algorithm is complete. Intuitively, \textit{Seq SAT} can be employed to solve the objective of miter output being 1 for checking sequential equivalence. However directly applying \textit{Seq SAT} for the SEC problem has very limited scalability.

In this paper, we propose an SEC framework that supports incremental verification for large, industrial SEC problems. The framework consists of three major components: a bounded model checker \textit{BMChecker}, an invariant prover \textit{IProver}, and the sequential SAT solver \textit{Seq SAT}. \textit{BMChecker} employs the explicit learning technique, first introduced in C-SAT [14], to improve the performance for BMC. \textit{IProver} performs fix-point calculation based on the two-timeframe, assume-and-prove circuit model to find \( k \)-th invariants. \( k \)-th invariants are a generalization of the traditional invariants. A \( k \)-th invariant is a property that holds at cycles \( k \) and after, assuming the initial state starts at cycle 0. It may or may not hold from cycle 0 to cycle \( k−1 \). Such \( k \)-th invariants could be used to simplify the unfolded model in \textit{BMChecker}, and could be taken as constraints to prune the search space in \textit{Seq SAT}.

\textit{BMChecker}, \textit{IProver}, and \textit{Seq SAT} have different strengths that complement one another. \textit{BMChecker} is most suitable for satisfiable problems with short solutions. \textit{IProver} is ideal for unsatisfiable problems that can be proven by induction. However, neither of them is complete. \textit{Seq SAT} is complete and could be used for general problems.

The rest of the paper is organized as the follows. Section II gives the background. In Section III, we present the basic flow of our SEC framework and describe each part of the framework in detail. Section IV shows the experimental results of the SEC framework on some industrial benchmarks. Section V summarizes the contributions of this paper.

**II. Background**

We assume that the sequential circuit follows the Huffman circuit model. One timeframe of a sequential circuit is viewed as a combinational circuit where each flip-flop is converted into two corresponding signals: a pseudo primary input (PPI) and a pseudo primary output (PPO). The timeframe where the initial state is applied at the PPIs is numbered as timeframe 0. Timeframe expansion is achieved by connecting the PPIs of timeframe \( i + 1 \) to the corresponding PPOs of the previous timeframe \( i \).

The Huffman circuit model, and the circuit models for one timeframe and two timesframes are illustrated in Figure 1.a, Figure 1.b, and Figure 1.c respectively.
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**Figure 1**: Illustrations of Huffman circuit model, circuit model for one timeframe, and model for two timeframes.

The miter circuit for two circuits under verification is built by joining their primary inputs, connecting corresponding output pairs by XOR gates, and then connecting the XOR outputs to an OR gate. Figure 2 shows an example of a miter circuit. The two circuits under verification are equivalent if and only if, for all states reachable from the initial state, the output of the miter circuit is constant 0.
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**Figure 2**: Illustration of a miter circuit.

We focus on the sequential SAT problem of finding an input sequence, from the given initial state, to set the miter output to 1, or proving no such sequence exists. We name this problem as the output-1-SAT problem. Without loss of generality, we consider sequential circuits with only one primary output for the rest of the discussion.
Given a sequential circuit $SC$ with one primary output $o$. We denote $PI$ the set of its primary inputs, $I$ as its input space $\{0,1\}[PI]$, $FF$ as the set of its flip-flops, and $S$ as its state space $\{0,1\}[FF]$. The output (input) of a flip-flop corresponds to a pseudo primary input (pseudo primary output). $PPI$ denotes the set of pseudo primary inputs and $PPO$ is the set of pseudo primary outputs. In addition, $INT$ denotes the set of internal signals, and $V = PI \cup INT \cup PPI \cup PPO \cup \{o\}$ denotes the set of all signals of $SC$. For each flip-flop $ff$, $INIT_{ff}$ denotes its initial value which could be 0, 1 or X. If $INIT_{ff}$ is X, then the initial value in $ff$ could be either 0 or 1. The initial values of all flip-flops form the initial state, denoted as $SO$, of the sequential circuit.

For a signal $v \in V$, $v'$ denotes the corresponding signal of $v$ at timeframe $i$. Similarly, $PP(V)$ represents the set of primary inputs at timeframe $i$, $V'$ the set of all signals at timeframe $i$, etc.

The function of signal $v$ in the one-timeframe combinational circuit of $SC$ can be denoted as $v = \{v_1, v_2, ... , vv_{[PI]} \}$. For all $v_i \in PI$, and $v_{ppi1}, v_{ppi2}, ..., v_{pp[pp]} \in PPI$. We also use $f^i(v)$ to denote the logic function of signal $v$ at timeframe $i$. $f^i(v)$ can be derived as follows:

1. $f^i(v) = 0$ if $i = 0$, $v \in PPI$, and $INIT = 0$;
2. $f^i(v) = 1$ if $i = 0$, $v \in PPI$, and $INIT = 1$;
3. $f^i(v) = v$ if $i = 0$, $v \in PPI$, and $INIT = X$;
4. $f^i(v) = g_v(v_{p1}, v_{p2}, ..., v_{[ppi]}, f_i(v_{pp1}), f_i(v_{pp2}), ...)$ if $v \notin PPI$ where $v_{p1}, v_{p2}, ..., v_{[pp]} \in PI'$, and $v_{pp1}, v_{pp2}, ..., v_{pp[pp]} \in PPI$;
5. $f^i(v) = f^{i-1}(u)$ if $i > 0$, $v \in PPI$, $u \in PPO$, and $u$ is the pseudo primary output signal of the same flip-flop as $v$.

According to the above notations, we give the following definitions.

(a) A signal $v \in V$ is a strong constant signal if $g_v = 0$ or $g_v = 1$.
(b) Two signals $u$ and $v$, where $u, v \in V$, are strong equivalent iff $g_u = g_v$.
(c) A signal $v \in V$ is a weak constant signal iff $f^i(v) = 0$ for all $i \geq 0$, or $f^i(v) = 1$ for all $i \geq 0$.
(d) Two signals $u$ and $v$, where $u, v \in V$, are weak equivalent iff $f^i(u) = f^i(v)$ for all $i \geq 0$.
(e) A k-th invariant $P$ involving $n$ signals $v_1, v_2, ..., v_n$ is a Boolean function $p(v_1, v_2, ..., v_n)$ that $p(f^i(v_1), f^i(v_2), ... , f^i(v_n)) = 1$ for all $i \geq k$.

Note that strong equivalent (constant) signals are equivalent (constant) in the one-timeframe combinational circuit where PPIs are treated the same as PIs. Weak equivalent (constant) signals are equivalent (constant) under all reachable states of the initial state. So, strong equivalent (constant) signals are also weak equivalent (constant) signals, but not vice versa. Weak equivalent or constant signals are special cases of 0-th invariant where the function $p$ represents the equivalence or constant relationship. Therefore, they all can be viewed as some kind of invariants. Furthermore, if a property is a k-th invariant, is also an i-th invariant for any $i > k$.

Invariants can be used to simplify the sequential circuit and to prune the search space of the SAT problem. For our target output-1-SAT problem, we adopt an incremental solving strategy. Before solving the original problem, invariants are identified to reduce the problem complexity. Among invariants, easy-to-identify invariants are derived first, which helps to reduce the complexity of finding hard-to-identify invariants. For example, strong equivalent signals can be derived easily by checking combinational equivalence in the one-timeframe combinational model. The computation of k-th invariants would involve k-bounded model checking and fix-point calculation on the two-timeframe, assume-and-prove circuit model.

### III. Sequential Equivalence Checking Framework

Figure 3 shows the basic flow in our sequential equivalence checking framework. The miter circuit of the two circuits under verification is first constructed. It is then simplified by detecting and merging strong equivalent or constant signals, and also by flip-flop mapping. After simplification, if the miter output $o$ becomes a constant-0 signal, then the two circuits under verification are proven equivalent. Otherwise, $BMChecker$ is applied to check whether there is a solution of length between 0 and a certain limit $k$, to set $o$ to 1. If such a solution exists, the two circuits under verification are proven not equivalent. If no such solution exists, the equivalent or constant signals derived by $BMChecker$ at timeframe $k$ are considered as initial candidates of k-th invariants. Among these candidates, $IProver$ is employed to identify true k-th invariants. If “$o = 0$” is identified to be a k-th invariant, we can conclude that the two circuits are equivalent because $BMChecker$ has proved that “$o = 0$” is true from timeframes 0 to $k$. If such a conclusion cannot be made, all k-th invariants derived by $IProver$ are inserted as constraints to the miter circuit. $SeqSAT$ is then used to solve the sequential SAT problem “$o = 1$”. With simplification as well as constraints included in the miter circuit, the search space is often dramatically reduced and, thus, the problem is easier than the original one.

In the following, we first discuss the simplification of sequential circuits based on strong equivalent and constant signals and flip-flop mapping. We then describe the three key components $BMChecker$, $IProver$ and $SeqSAT$ respectively.
III-A. Circuit Simplification

Strong equivalent (constant) signals are the combinational equivalent (constant) signals in the one-timeframe combinational circuit. They can be efficiently derived by combining the explicit learning technique proposed in C-SAT [14] and the structure-based method proposed in [26]. In [26] and [14], the circuit is converted into a netlist consisting of only two-input AND gates and INVERTERs, where the INVERTERS are represented by edge attributes. The structure-based method can efficiently detect trivial equivalent or constant signals. The detection rules are summarized as follows:

1. For a two-input AND gate \( g \) with inputs \( i_1, i_2 \) and output \( o \), the following simplification rules can be applied:
   \[
   \begin{align*}
   o = i_1 = i_2 & \text{ if } i_1 = i_2, \\
   o = 0 & \text{ if } i_1 = i_2 \\
   o = 0 & \text{ if } i_1 = 0 \text{ or } i_2 = 0 \\
   o = i_2 & \text{ if } i_1 = 1 \\
   o = i_1 & \text{ if } i_2 = 1
   \end{align*}
   \]

2. For two two-input AND gates \( g_1 \) and \( g_2 \), where \( i_1, i_2 \) and \( o_1 \) are inputs and output of \( g_1 \), and \( i_3, i_4 \) and \( o_2 \) are inputs and output of \( g_2 \), the simplification rule is as follows:
   \[
   o_1 = o_2 \text{ if } i_1 = i_3 \land i_2 = i_4 \text{ or } i_1 = i_4 \land i_2 = i_3.
   \]

The explicit learning technique used in C-SAT can detect non-trivial strong equivalent or constant signals. For example, to check the strong equivalence of two signals \( u \) and \( v \), C-SAT solves two SAT sub-problems \( (u = 0, v = 1) \) and \( (u = 1, v = 0) \). The candidates of strong equivalent or constant signals can be obtained by simulation of random vectors, and refined by the counter examples derived in the explicit learning procedure [17]. Identified strong equivalent or constant signals are merged to simplify the sequential circuits.

The flip-flop mapping step [6] attempts to detect sequential equivalent or constant flip-flops, which are special cases of the weak equivalent or constant signals. The equivalent or constant flip-flops can be derived by fix-point calculation on the one-timeframe, combinational circuit. Merging equivalent or constant flip-flops might result in more strong equivalent or constant signals, which can be used for further simplification.

### Table I: Experimental Results on Circuit Simplification

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Original Information</th>
<th>After Simplification</th>
<th>runtime (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>in1</td>
<td>294 164 7643</td>
<td>287 6785</td>
<td>15</td>
</tr>
<tr>
<td>in2</td>
<td>273 173 7367</td>
<td>273 7297</td>
<td>3.9</td>
</tr>
<tr>
<td>in3</td>
<td>108 88 2516</td>
<td>108 2516</td>
<td>0.5</td>
</tr>
<tr>
<td>in4</td>
<td>116 96 2539</td>
<td>116 2539</td>
<td>0.5</td>
</tr>
<tr>
<td>in5</td>
<td>102 51 4854</td>
<td>102 4418</td>
<td>1.4</td>
</tr>
<tr>
<td>in6</td>
<td>457 388 6059</td>
<td>410 38528</td>
<td>100</td>
</tr>
<tr>
<td>in7</td>
<td>461 386 2333</td>
<td>414 54237</td>
<td>103</td>
</tr>
</tbody>
</table>

The two “#ff” columns show the number of flip-flops in the circuits before and after simplification. The two “#g” columns give the number of gates. The column “#X” is the number of flip-flops whose initial value is \( X \), and the column “runtime” gives the CPU time in seconds of the simplification process. From the results, it can be seen that some circuits achieve non-trivial simplification while the runtime is relatively small.

### III-B. Bounded Model Checking

**BMChecker** is a bounded model checker developed based on C-SAT. Like other BMC tools, BMChecker starts from timeframe 0 where the initial state is applied and checks whether the given objective is satisfiable or not on the one-timeframe combinational circuit. If the objective is unsatisfiable, it expands the circuit by adding a new timeframe and checking the objective again on the expanded circuit. The procedure iterates until either a solution is found or a given limit is reached.
The uniqueness of BMChecker is that whenever a new timeframe is added, it employs the explicit learning technique and the structure-based method to detect equivalent or constant signals, and, in turn, to simplify the expanded circuit before applying the SAT solver to the objective.

We compare BMChecker with a state-of-the-art BMC implementation which is based on a plain Conjunctive Normal Form (CNF) translation of the expanded circuit and Berkmin (BerkMin561 linux version) as the underlying SAT solver. The comparison is shown in Table II. The benchmarks used in these experiments are simplified miter circuits listed in Table I. In Table II, Column “#frame” is the number of timeframes expanded, Column “#tg” is the total number of gates in the expanded timeframes, Column “#lg” gives the number of gates left after equivalent or constant signals are merged by BMChecker, and Columns “runtime (sec)” show the CPU time (in seconds). The results demonstrate that BMChecker not only produces useful information such as equivalent or constant signals for candidates of invariants, but also exhibits superior performance for BMC.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>#frame</th>
<th>#tg</th>
<th>BMChecker runtime (sec)</th>
<th>CNF-based BMC runtime (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>in1</td>
<td>50</td>
<td>339103</td>
<td>126598</td>
<td>677</td>
</tr>
<tr>
<td>in2</td>
<td>50</td>
<td>364705</td>
<td>150577</td>
<td>219</td>
</tr>
<tr>
<td>in3</td>
<td>50</td>
<td>125653</td>
<td>36251</td>
<td>33</td>
</tr>
<tr>
<td>in4</td>
<td>50</td>
<td>126803</td>
<td>37107</td>
<td>34</td>
</tr>
<tr>
<td>in5</td>
<td>50</td>
<td>220753</td>
<td>191078</td>
<td>447</td>
</tr>
<tr>
<td>in6</td>
<td>20</td>
<td>1070483</td>
<td>158787</td>
<td>117</td>
</tr>
<tr>
<td>in7</td>
<td>20</td>
<td>1084683</td>
<td>167189</td>
<td>127</td>
</tr>
</tbody>
</table>

The equivalent or constant signals identified by BMChecker in timeframe $k$ can be considered as the candidates of $k$-th equivalence or constant invariants. Based on these candidates, IProver identifies true $k$-th invariants.

Note that when a new timeframe $i$ is added to the circuit, $k$-th equivalence or constant invariants for $k < i$ can be used to simplify timeframe $i$. Therefore, once a $k$-th invariant is identified, it can be applied to all timeframes whose index is larger than $k$, thus avoiding unnecessary repeated computations in these timeframes.

### III-C. Invariant Prover

Invariant prover IProver is also developed based on C-SAT. It works on a two-timeframe, assume-and-prove computational model [7, 8]. In the first timeframe of this model, we add constraints converted from the invariant candidates. These constraints enforce that the invariant candidates hold at the first timeframe. These candidates are then verified in the second timeframe. False candidates are removed from the candidate lists, and fix-point calculations are carried out to compute the real invariants.

The equivalent or constant signals computed at timeframe $k$ by BMChecker are the initial invariant candidates taken by IProver. After fix-point calculation, the remaining candidates which hold at timeframe $k$ will hold at timeframe $k + 1$, and thus at any future timeframes as well. Therefore, these remaining candidates which hold at timeframe $k$ are proven to be $k$-th invariants.

In IProver, the constraints are represented by clauses. For example, the equivalence constraint between two signals $u$ and $v$ can be represented by two clauses $(u + \bar{v})$ and $(\bar{u} + v)$. The constraint to force a signal $v$ to be constant 1 is a unique literal clause $(v)$.

For a signal $s$ in a sequential circuit, we use $s_1$ ($s_2$) to denote the signal corresponding to $s$ in the first (second) timeframe of the two-timeframe, assume-and-prove model. Therefore, for the equivalence invariant candidate $(x = y)$, the constraints added to the two-timeframe, assume-and-prove model are $(x_1 + \bar{y_1})$ and $(\bar{x_1} + y_1)$, and the objective to be proved is $(x_2 = y_2)$.

Figure 4 gives an example of this model for equivalence invariant candidate $(x = y)$.

The experimental results of IProver are shown in Table III. Columns “#eq” give the number of equivalent signals detected as 0-th invariants, 1-st invariants, and 2-nd invariants respectively. Columns “#const” give the number of detected constant signals. Columns “time” show the CPU time (in seconds). Column “n” gives the smallest value of $n$ if for the miter output $o$, “$o = 0$” is proven to be a $k$-th invariant by IProver, where $k$ is 0, 1, or 2. Otherwise, Column “n” shows “NA”. These results show that for most of the cases, more signals are identified as 1-st invariants than as 0-th invariants, and more signals are identified as 2-nd invariants than as 1-st invariants. For cases in6 and in7, the miter output is identified as 2-nd invariants but not as 0-th invariants or 1-st invariants by IProver, even though BMChecker could prove that the miter output $o$ is constant 0 in timeframes 0 and 1 for the two cases.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>0-th invariant</th>
<th>1-st invariant</th>
<th>2-nd invariant</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>in1</td>
<td>1345</td>
<td>83</td>
<td>1093</td>
<td>1671</td>
</tr>
<tr>
<td>in2</td>
<td>1087</td>
<td>186</td>
<td>1477</td>
<td>1087</td>
</tr>
<tr>
<td>in3</td>
<td>286</td>
<td>35</td>
<td>8849</td>
<td>422</td>
</tr>
<tr>
<td>in4</td>
<td>292</td>
<td>37</td>
<td>6635</td>
<td>432</td>
</tr>
<tr>
<td>in5</td>
<td>350</td>
<td>86</td>
<td>423</td>
<td>87</td>
</tr>
<tr>
<td>in6</td>
<td>36429</td>
<td>8985</td>
<td>2902</td>
<td>38667</td>
</tr>
<tr>
<td>in7</td>
<td>36749</td>
<td>8865</td>
<td>2978</td>
<td>38989</td>
</tr>
</tbody>
</table>
III-D. Sequential SAT Solver

The sequential SAT solver SeqSAT implements a backward search strategy that tries to find a path from a given objective to the initial state. The details of the solver can be found in [15]. In this section, we mainly discuss the modifications to the solver when $k$-th invariants are added as constraints to prune the search space.

One of the original stopping criteria of SeqSAT is that when a solution state covers the initial state, the solver stops and reports a solution. However, when constraints of $k$-th invariants are added to the sequential circuit, SeqSAT may not reach the initial state anymore. Thus a satisfiable problem may become unsatisfiable after adding these constraints.

For example, assume a flip-flop in a sequential circuit has an initial value 0, and becomes constant 1 starting from timeframe 1. Therefore, the corresponding pseudo primary input signal $ppi$ is a 1-st constant invariant signal. When a unique literal clause ($ppi$) is added to constrain $ppi$ to 1, the initial state can no longer be reached by SeqSAT.

This issue can be solved by changing the stopping criterion to the following one. If the solution state can be reached from the initial state at timeframe $k$, SeqSAT stops and reports the solution. Using this stopping criterion, SeqSAT can employ BMChecker to determine whether a solution state can be reached from the initial state at timeframe $k$. The problem of adopting this stopping criterion is that SeqSAT may not able to find a solution whose length is less than $k$. However, this problem is not a serious one because it is quite easy for BMChecker to determine whether such solutions exist, provided that $k$ is not too large.

IV. Experimental Results

The experimental results of our sequential equivalence checker are given in Table IV. In these experiments, the limit $k$ for BMChecker is set to 10. The examples are miter circuits constructed from the industrial examples as those benchmarks in Table I, and cannot be solved by SeqSAT alone in 10 hours, even after simplification. Column “#fl” (“#g”) is the number of flip-flops (gates) of the circuit before simplification, Column “runtime(sec)” shows the CPU time (in seconds), and Column “status” shows the part in which the problem is solved. Column “result” gives the verification result where “EQ” means the two circuits are equivalent and “NEQ” indicates they are not equivalent.

The experimental results show that these examples could be solved by our sequential equivalence checker in reasonable time, and demonstrate the effectiveness of our SEC framework.

V. Conclusion

In this paper, we have introduced the concept of $k$-th invariant, which is a generalization of the traditional invariant. $k$-th invariants can be used in bounded model checking to simplify the expanded circuit model, and can be added as constraints for the sequential SAT solver to prune the search space. We have also presented a bounded model checking tool BMChecker and an invariant prover IProver that are based on circuit SAT solver C-SAT. BMChecker not only can efficiently check for solutions of length bounded by a limit $k$ for a given objective, but also can identify equivalent or constant signals in the expanded circuit model. The equivalent or constant signals derived by BMChecker in timeframe $k$ are used as initial $k$-th invariant candidates, from which IProver identifies true $k$-th invariants. The framework built upon BMChecker, IProver and SeqSAT has proven to be powerful for addressing the sequential equivalence checking problem for a wide range of industrial designs.

References


<table>
<thead>
<tr>
<th>Circuit</th>
<th>#fl</th>
<th>#g</th>
<th>runtime(sec)</th>
<th>status</th>
<th>result</th>
</tr>
</thead>
<tbody>
<tr>
<td>in3</td>
<td>108</td>
<td>2516</td>
<td>5405</td>
<td>IProver</td>
<td>EQ</td>
</tr>
<tr>
<td>in4</td>
<td>116</td>
<td>2539</td>
<td>6675</td>
<td>IProver</td>
<td>EQ</td>
</tr>
<tr>
<td>in5</td>
<td>102</td>
<td>4854</td>
<td>20</td>
<td>IProver</td>
<td>EQ</td>
</tr>
<tr>
<td>in6</td>
<td>457</td>
<td>61589</td>
<td>1128</td>
<td>IProver</td>
<td>EQ</td>
</tr>
<tr>
<td>in7</td>
<td>461</td>
<td>62333</td>
<td>1093</td>
<td>IProver</td>
<td>EQ</td>
</tr>
<tr>
<td>in8</td>
<td>183</td>
<td>2276</td>
<td>1460</td>
<td>SeqSAT</td>
<td>NEQ</td>
</tr>
<tr>
<td>in9</td>
<td>159</td>
<td>5818</td>
<td>35</td>
<td>BMChecker</td>
<td>NEQ</td>
</tr>
</tbody>
</table>

*These cases cannot be solved by SeqSAT alone in 10 hours after Flip-Flop mapping.


