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Abstract
Software development under the cloud computing model brings the advantage that new applications can be rapidly constructed by tailoring existing services. However, the use of Internet-based services as software components, leads to the development of applications in which some building blocks are hosted remotely, rather than locally in a controlled environment. This aspect of cloud-based development, when coupled with factors such as service autonomy, complexity, and high dependability criteria, make software testing of the cloud especially challenging.

In this paper we present a novel approach to support integration testing of applications that depend on remotely-hosted cloud services. Our approach seeks to reuse elements of the test automation, typically built to validate a cloud service prior to its deployment, for the realization of Test Support-as-a-Service (TSaaS). TSaaS provides developers with a set of functions that enable integration testing of cloud services using controlled virtual environments. To facilitate continued evaluation of our approach, we have implemented a prototype of TSaaS that is compatible with the Windows Azure platform.

1 Introduction
Cloud computing provides ubiquitous, on-demand access to shared computing resources “as services” over the Internet [13]. This emerging paradigm describes web-based technologies for realizing efficient, scalable, interoperable computing systems. Many cloud computing solutions are defined through Service-Oriented Architecture (SOA) [20], and hence facilitate reuse of loosely-coupled, composable software services. As with any paradigm shift, cloud computing promises many benefits to the IT industry, and brings new challenges to researchers and practitioners alike.

Software development under the cloud computing model brings the advantage that new applications can be rapidly constructed by tailoring existing services. However, the use of Internet-based services as software components, leads to the development of applications in which some building blocks are hosted remotely, rather than locally in a controlled environment [8, 23]. This aspect of cloud-based development, when coupled with factors such as service autonomy, complexity, and high dependability criteria, make software testing of the cloud especially challenging [4, 10, 26].

On the positive side, characteristics of the cloud infrastructure, such as high computational power, storage, and virtualization, lend
themselves to testing activities [21, 22]. This has led to a movement towards delivering testing as an on-line service, and much research on software testing in the cloud (STITC) has been directed towards this area [22].

To the best of our knowledge, the current state-of-the-art in STITC does not consider the need for test collaboration when an application incorporates services that are controlled by other stakeholders. However, such a collaborative test model is necessary to adequately validate these types of applications during development, and prevent cascading failures as services are updated or replaced [8, 20].

In this paper we seek to address some of the challenges associated with testing cloud-based applications. More specifically, we present a novel approach to support integration testing of applications that depend on remotely-hosted cloud services. Our approach provides developers with a set of functions that enable automated integration testing of cloud services using controlled virtual environments. The major contributions of this paper are as follows:

1. Presents a novel approach to integration testing of applications that depend on remotely-hosted cloud services. This includes a high-level architectural model and control flow description.

2. Elaborates on the design and implementation of a prototype, which was developed to facilitate the investigation of practical issues surrounding the research problem.

3. Discusses the lessons learned from building the prototype and conducting the research activity, and describes a plan for evaluating the proposed approach.

The rest of this paper is organized as follows: Section 2 provides background material. Section 3 motivates the research. Section 4 defines the problem under investigation. Section 5 describes our approach. Section 6 presents the prototype. Section 7 discusses our practical experience and outlines the evaluation plan. Section 8 is the related work and in Section 9 we conclude the paper.

2 Background

This section provides background material necessary for understanding the problem under investigation, and our proposed solution. It describes fundamental aspects of cloud computing, virtualization, and software testing.

2.1 Cloud Computing

Cloud computing provides ubiquitous, on-demand access to shared computing resources as services over the Internet [13]. Service models are categorized into Software-as-a-Service (SaaS), Platform-as-a-Service (PaaS), and Infrastructure-as-a-Service (IaaS) [11, 13].

SaaS describes applications that are deployed in a cloud computing environment. Like conventional applications, SaaS is designed to help consumers perform a specific task, e.g., word processing. However, under the cloud computing model, applications are accessed through a thin client interface such as a web-browser, and are primarily managed and controlled by a host provider, e.g., Google Docs [7]. The terms cloud applications and SaaS are used interchangeably in this paper.

PaaS delivers programming languages and other software development tools to support the construction of SaaS. The provider allows the consumer to deploy, control, and manage cloud applications, and configure the environment in which they are hosted, e.g., Microsoft Windows Azure [18]. IaaS is the provision of processing, storage, and networking capabilities to the consumer for the purpose of hosting operating environments and applications in the cloud, e.g., Amazon EC2 [1].

In terms of deployment, cloud infrastructures may be categorized as [13]: Private – operated solely for a single organization; Community – shared by multiple organizations that have common interests or goals; Public – available to the general public or a large industrial group; and Hybrid – composed of two or more cloud deployment model types.

2.2 Virtualization

Virtualization is the creation of abstract computing resources from physical resources [2]. A
common example is server virtualization technology, in which one powerful physical machine is used to support multiple virtual machines (VMs) that can operate in parallel [2, 21]. In addition to hardware resources, it is also possible to manage virtual software resources such as operating systems and applications.

The component responsible for managing virtual resources in a virtualization system is called a hypervisor [2]. Hypervisor-based virtualization tends to have better performance and security than hosted virtualization, where the VM executes as a program inside the host operating system [21]. Due to the trend towards virtualization, modern operating systems, APIs, cloud platforms and infrastructures, are providing built-in support for managing virtual computing resources [1, 18, 19].

2.3 Software Testing

Software testing involves running software under specific conditions, recording the results, and making an evaluation of the system [9].

The approach to software testing can be based on the program specification, its implementation, or both [3, 27]. During specification-based testing, the requirements guide the process of test case selection, and provide a means of evaluating the adequacy of testing. Alternatively, implementation-based testing focuses on exercising the program under test, and hence adequacy is typically stated in terms of coverage of elements of the program structure [27], e.g., all statements, all branches.

Testing can be performed at three levels of granularity [3]: Unit Testing – validates the functionality of a component in isolation; Integration Testing – validates the interactions among multiple components; and System Testing – validates the entire piece of software to ensure functional and non-functional requirements are being met.

During the unit and integration testing, stubs and drivers are created to be used as scaffolding for executing tests. A test stub is a mock version of a component, which simulates the actual component for the purpose of testing [3, 5]. On the other hand, a test driver is a utility program that executes test cases on the system under test. The test drivers and all other tools to support test execution are collectively referred to as the test harness [5].

The operations of an automated test fixture can be divided into the following categories [14]: (1) Setup/Initialize – establishes the preconditions for the test; (2) Input – stimulates the system under test with specific values; (3) Assertion – checks that whether actual results are in agreement with the expected results; and (4) Teardown/Cleanup – resets the state of the system under test and its environment after the test has been executed.

3 Motivation

Software development under cloud computing and service-oriented architectures has the advantage that new applications can be rapidly developed by tailoring existing services, while hiding the complexity of the underlying implementation. However, these and other characteristics of the cloud computing paradigm present significant challenges with respect to software testing [6, 8, 10, 23].

Internet-based access of software services as reusable components, means that some of the building blocks of cloud applications may be hosted remotely rather than locally in a controlled environment [8, 23]. Controllability and observability of remotely hosted services are limited to what has been exposed via their public interfaces, which may be highly restricted due to security and privacy concerns. Ownership of services by various providers implies that successful integration testing will require coordination of these stakeholders [8].

Cloud applications are hosted on intrinsically complex computing infrastructures, with multiple layers extending from the underlying network to the top-level client interface. Testing must check the behavior of each layer, the interactions among multiple layers, and various aspects of the fully integrated system in different deployment configurations [23].

Application service development must address high dependability criteria, which includes security, availability, robustness, fault tolerance, among others [20, 26]. Since information is communicated over the Internet, security testing is critical to ensure data confi-
dentiality and integrity are maintained.

High availability requirements mean that there is little downtime for testing modifications to services, which can lead to rippling effects throughout applications as services are updated or replaced by new ones [8]. In addition, dynamic software adaptation and integration in the cloud may require testing to be performed at runtime, possibly within the context of the production environment [8, 10].

In summary, cloud computing presents several new challenges with respect to software testing, and these challenges are the primary motivation for this work. On the positive side, characteristics of the cloud infrastructure, such as high computational power, storage, and virtualization, lend themselves to software testing activities. The potential benefit of using the cloud infrastructure itself to tackle the challenges of testing cloud applications, represents additional motivation for this research.

4 Research Problem

The research problem under investigation focuses on enabling automated integration testing in cloud computing environments.

As shown in Figure 1, we narrow the scope of the research area by analyzing a scenario in which one host (Provider B) is developing an application that will extend the functionalities of an existing service being offered on a remote host (Provider A). In addition, we assume that Service A has no inter-provider dependencies, and hence Provider A has full control over the components used to implement Service A.

As described in the problem motivation, this type of development model greatly reduces the testability of cloud applications like Service B, due to limited control over remotely-hosted services such as Service A. However, software testing theory and practice indicates that, although Service A may have been tested in isolation, it must still be tested in the context of Service B since faults can arise due to their interaction [25].

A possible solution to integration testing under the given scenario is for Provider B to develop a test stub of Service A. However, this also poses a significant challenge because Provider B lacks knowledge of Service A’s implementation. Even with the required implementation knowledge, creating accurate test stubs of Service A may still prove to be difficult for Provider B if the service is characterized by a highly complex underlying infrastructure.

To guide the investigation, we have formulated the following research questions: (1) how can any pre-existing test artifacts and tooling, which may have been used to validate Service A prior to its deployment, be harnessed to provide the developers of Service B with automated integration test support; and (2) how can hardware and software virtualization techniques be employed by Provider A at runtime, to enhance the process of delivering automated integration test support to Provider B.

5 Approach

To address the research problem, we describe a novel approach that enables integration testing in cloud computing environments. Our approach is based on the notion of Test Support-as-a-Service (TSaaS), which was introduced by King et al. [10] in a high-level position on testing autonomic cloud applications.

In this section we provide the first formalized description of TSaaS, including a definition of its architectural components and a control flow diagram to support its implementation.

5.1 Overview

The idea behind TSaaS is that, prior to the deployment of Service A in its production environment, Provider A would have validated the service to check for accurate functionality, interoperability, performance and other quality attributes. Due to the inherent drawbacks of
manual testing, Provider A is likely to have employed automated software testing techniques during validation. If so, a pre-configured local test environment, test scripts, and scaffolding to facilitate automatic test execution would be available on the infrastructure of Provider A.

Our approach seeks to reuse elements of Service A’s existing test automation to rapidly realize a set of test support services for Provider B, and other collaborating cloud providers. To avoid unnecessary security risks when applying the approach, we propose that TSaaS be deployed under a community cloud model [13]. In other words, TSaaS should be delivered via a protected interface that is only accessible to trusted collaborating providers, referred to as cloud partners in this paper.

TSaaS would enable integration testing by allowing partners to observe and control the private members of a copy of Service A. Privacy of the data accessible via TSaaS would not be a concern because only non-confidential test data would be made available. Furthermore, using a separate copy of the service for testing does not interrupt the regular operations of the actual service hosted in production. This ensures that the approach is applicable to services that have high availability requirements.

Ideally, the TSaaS implementation would need to be powerful enough to facilitate the concurrent execution of test support requests from multiple partners, each having a separate handle to a copy of the service under test and its test environment. This would lead to increased production overhead due to the need to setup and manage these additional computing resources. Therefore, to reduce the overhead of the proposed approach, we incorporate virtualization techniques into TSaaS.

5.2 Architecture

Figure 2 defines an architectural model for TSaaS, showing its major components and their dependency relationships. As shown at the top of Figure 2, a test support API is exposed to cloud partners via a protected interface. The architectural components that realize the operations defined in the TSaaS API are described as follows:

- **Test Support Manager** – A controller component that coordinates underlying components to deliver the test support services defined in the TSaaS API. This component is also responsible for authenticating partners, and enforcing authorization policies.

- **Hypervisor** – A virtual machine monitor for creating, managing and destroying the virtual test servers where TSaaS requests will be realized.
- **Test Bed Proxy** – A component which interfaces between the Test Support Manager and the virtual test servers when servicing user requests. This component allows the virtual test servers to remain anonymous for security purposes, and facilitates logging usage statistics.

- **Partner Test Environment** – A hardware and software platform for hosting the virtual test servers. Each virtual server instantiated on this platform will consist of: (1) a hosted copy of the service under test, and any required dependencies; and (2) the Test Support Core component.

- **Test Support Core** – A service implementation of automated test fixture operations for the service under test. This requires that all test-related dependencies be pre-installed on the virtual test servers.

- **Test Support Repository** – A data store containing artifacts that are used and generated by TSaaS, including virtual hard disk images, snapshots, test datasets, test results, server logs, configuration files, etc.

### 5.3 Control Flow

Under TSaaS, partner requests for test support can range from simple actions such as invoking the service under test using specified inputs, to more complex actions like simulating clients and user loads via virtualization.

Figure 3 presents an activity diagram that describes how the architectural components of TSaaS collaborate to realize test support requests. Horizontal swimlanes have been used to denote which components perform each action shown in the diagram. The control flow description starts when a partner connects to TSaaS via its protected interface. The steps in the control flow of TSaaS are as follows:

1. A partner provider connects to TSaaS, and logs in using predefined credentials.
2. The Test Support Manager (TSM) authenticates the partner by checking the credentials entered against the known set of valid users.
3. If the user is valid, the TSM retrieves an image of the partner's virtual test bed from the Test Support Repository (TSR).
4. The TSM passes the virtual test bed image to the hypervisor, which instantiates a virtual test server for the partner.
5. A handle to the address of the virtual test server is returned to the Test Bed Proxy.
(TBP), which updates its list of server-user connections.

6. The TBP notifies the TSM that the new virtual test server is ready for use, and the TSM starts accepting test support requests from the user.

7. If a test support request requires virtualization (e.g., loading a snapshot, resetting the server, simulating loads), the TSM delegates the request to the hypervisor.

8. Otherwise, the TSM forwards the request to the Test Support Core, which performs the desired actions on the service copy and/or its operating environment.

6 Prototype

To investigate the feasibility of the proposed approach, we developed a prototype of TSaaS. In this section we describe the application service used in the prototype, and provide details on our setup environment and implementation.

6.1 Application Description

The application service used in the prototype is based on consumer credit reporting functionalities. Our service, referred to as the Credit Reporting Service (CRS), is summarized by the following features:

- **Payment History** – determines if there are any negative items associated with a consumer’s payment history.
- **Debt** – computes the total amount and type of debt owed by a consumer.
- **Age** – calculates the age of a consumer’s oldest credit account, and the average age of all accounts in his/her credit report.
- **Diversity** – establishes whether or not the consumer has multiple account types.
- **Inquiries** – checks for recent inquiries on a consumer’s credit report.

The central role of services such as CRS when making financial decisions can result in lending agencies building their own applications around them. For example, a bank may use CRS in an initial step of the business process for an online loan service. Therefore, in relation to the research problem, CRS represents our baseline service (Service A) that is being extended to create another derivative application such as the banking loan service (Service B).

6.2 Setup Environment

A survey performed as part of our preliminary investigation led us to select Microsoft Windows Server 2008 R2 as the operating environment for the prototype [10, 19].

The primary reason for choosing this platform is that it uses the same tools and technologies upon which the Windows Azure cloud computing platform is built [18]. These include hypervisor-based server virtualization technology through the Hyper-V server role, and support for runtime virtualization via calls to the Hyper-V Windows Management Instrumentation (WMI) APIs [17].

Using these tools and technologies allowed TSaaS development to begin immediately within a local environment, with the goal of building an implementation that could be easily migrated to the Windows Azure cloud computing platform.

6.3 Implementation

Our description of the prototype implementation elaborates on the service under test, automated test fixture, test support core, virtual test servers, and test support manager.

6.3.1 Service Under Test

Using Visual Studio 2010, we developed CRS as a Windows Communication Foundation (WCF) service so that it could be deployed in the Windows Azure web role [15]. The following operations, corresponding to a subset of the features listed in Subsection 6.1, were implemented for CRS: *CalcHistory*, *CalcDebt*, *CalcAvgCreditAge*, and *CalcInquiries*.

Access to a representative set of consumer credit report information was achieved through the use of a SQL Server 2008 R2 database. CRS interacts with the database using the
.NET 4.0 entity frameworks. In addition, WCF diagnostic tracing capabilities were enabled on the service to facilitate logging runtime calls, warnings, exceptions, and other events.

6.3.2 Automated Test Fixture

Automated tests for CRS were developed using the unit testing framework which is integrated into Visual Studio. To allow the automated tests to be customizable and extensible for delivering TSaaS, we applied an XML-based test case specification technique to parameterize data values which appeared in the fixture.

Figure 4 provides a snippet of the test case specification XML (.tsx) of CRS. The specification is divided into the three tagged sections ClassInitialize, TestCase, and ClassCleanup, representing the test setup, procedure, and teardown aspects of the automated test fixture respectively. For example, each TestCase element consists of tagged subsections defining the parameterized inputs and expected output values of the test.

Using the Linq-to-XML framework, the specified test structure is loaded into a TestCase object as part of the test initialization process. A helper method then retrieves the specific test input and expected output values, and creates the instance of the test case. This process is repeated until a complete set of tests for CRS has been built, and then packaged into a dynamic-link library called CRSTests.dll.

The automated tests stored in the CRSTests.dll assembly can be run programmatically using the command line tool MSTest. Test execution produces a test results XML (.trx) log file indicating whether each test passed or failed, along with any error messages associated with test case failures.

The CRS service was instrumented for code coverage through the use of a configuration file named Local.testsettings. This configuration file and CRSTests.dll can be passed as arguments to the MSTest tool at runtime to execute the tests with code coverage enabled. Such a call would produce a similar log of test results to the previously mentioned call, but would also facilitate extraction of the code coverage results of test runs.

6.3.3 Test Support Core

The parameterized test fixture implementation, consisting of the CRSTests.dll, test specification XML, and MSTest tool, was reused to develop a set of fundamental test support operations for CRS. These test support operations were themselves encapsulated and deployed as a WCF service. Table 1 lists the operations that were implemented within this core test support service, and describes their purpose. The operations are divided into the categories: (1) Test Specification and Execution, (2) Test Configuration, and (3) Test Reporting.

6.3.4 Virtual Test Servers

Hypervisor-based server virtualization was achieved via the Hyper-V role of Windows Server 2008 R2. We prepared a virtual hard disk (VHD) image of the CRS test environment, which allowed virtual test beds for partner providers to be instantiated on-demand. The VHD specified a uniform hardware configuration for each virtual test server, and was loaded with all of the software components necessary for replicating a controlled test environment for CRS.

Figure 5 provides an overview of the software configuration of the VHD image used for
### Test Specification and Execution

<table>
<thead>
<tr>
<th>Operation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>UpdateTestSpec</td>
<td>Facilitates editing and overwriting the set of test cases contained in the test specification XML.</td>
</tr>
<tr>
<td>RunTests(in TestName)</td>
<td>Executes a specific test case, whose name is denoted by the input parameter TestName, in the test specification.</td>
</tr>
<tr>
<td>RunAllTests</td>
<td>Executes all test cases defined in the test specification.</td>
</tr>
<tr>
<td>RunAllTestsWithCoverage</td>
<td>Executes all test cases defined in the test specification with code coverage enabled.</td>
</tr>
</tbody>
</table>

### Test Configuration

<table>
<thead>
<tr>
<th>Operation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>UpdateTestConfig</td>
<td>Facilitates editing and overwriting a server-side settings file that is used to configure the test harness (Local.testsettings).</td>
</tr>
<tr>
<td>UpdateServiceConfig</td>
<td>Facilitates editing and overwriting a server-side settings file that is used to configure the service under test (Web.config).</td>
</tr>
<tr>
<td>ResetWebServer</td>
<td>Performs a reset action on the Web server to use updated configuration settings, or to reinitialize the server after failures.</td>
</tr>
</tbody>
</table>

### Test Reporting

<table>
<thead>
<tr>
<th>Operation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GetLatestTestResults</td>
<td>Facilitates retrieving the test results XML produced from the most recent test run performed on the service under test.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Web Server (IIS 7.0)</th>
<th>SQL Server 2008 R2 (CRS Database Schema)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRS Service</td>
<td>CRS TS Core</td>
</tr>
<tr>
<td>VS 2010 Test Agent</td>
<td></td>
</tr>
<tr>
<td>Windows Server 2008 R2 (.NET 4.0, Hyper-V Role)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5: Software Configuration of Virtual Hard Disk Image used for Virtual Test Servers

The primary reason for developing the prototype was to investigate the feasibility of the proposed approach, and discover practical issues surrounding its implementation and usage. In this section we elaborate on our practical experiences when developing and applying the virtual test servers. As shown in Figure 5, the image consisted of the following software components: (1) Windows Server 2008 R2 with the .NET 4.0 runtime installed; (2) SQL Server 2008 R2 with the CRS data schema applied; (3) Internet Information Services 7.0 Web Server with CRS and the Test Support Core services hosted; and (4) Visual Studio 2010 Test Agent, which includes the MSTest tool.

### 6.3.5 Test Support Manager

Our implementation of the test support manager (TSM) invoked the Hyper-V Windows Management Instrumentation (WMI) APIs to create, configure, and destroy the virtual test servers at runtime. The broker design pattern was used to structure the TSaaS components, and allow the TSM to call the methods exposed by the test support core on the respective virtual test servers. Components to support user-load simulation have been left for future work.

### 7 Discussion

The primary reason for developing the prototype was to investigate the feasibility of the proposed approach, and discover practical issues surrounding its implementation and usage. In this section we elaborate on our practical experiences when developing and applying...
TSaaS, including the major successes and challenges identified during the project. An evaluation plan for further investigation into the research problem is also discussed.

7.1 Successes

The CRS TSaaS prototype provided us with a framework within which we could build and adequately test extensions and derivatives of the remotely hosted service. As proof-of-concept we developed and performed integration testing on a banking loan service that incorporates CRS in its business process, and a customized version of CRS that overrides part of its functionality. The prototype facilitated quick and easy access to a cross section of automated testing operations (Table 1), preexisting test data, and a controlled test environment for CRS during integration. In addition, having access to server-side logging and trace information through TSaaS was extremely useful for testing and debugging.

Successful implementation of the prototype suggests that the approach and research ideas presented in this paper are feasible. In particular, our prototype implementation addresses the specific research problem described in Section 4, and validates the TSaaS architectural model. A major factor that contributed to the success of the project was the use of the XML-based test case specification language, which allowed us to decouple the test case definitions from the test fixture implementation for direct reuse in the TSaaS prototype.

Another contributing factor was having built-in virtualization support via the Hyper-V role of Windows Server 2008 R2, and the Hyper-V WMI APIs. This made it possible for us to expose remote procedures for instantiating and destroying virtual test servers, and configuring their virtual hardware resources. Furthermore, these technologies lay the foundation for experimentation on the Windows Azure cloud computing platform as is described in our evaluation plan.

7.2 Challenges

Some technical challenges were experienced during prototype development, most of which surrounded the need to integrate multiple tools and technologies. Implementing TSaaS required a good combination of programming experience, test automation skills, virtualization expertise, and access to proper frameworks and tools to support the approach and development process. However, at this time of writing cloud computing is an emerging technological model, with limited tool support.

Configuring the baseline VHD required attention to technical details in order to ensure the test environment was secure and stable. This included writing auto-login scripts that provide the user credentials to the VMs at startup, and applying all security patches and other updates to the virtual machine. We also ran into the issue where it was possible for a VM to restart if automatic updates were enabled, and therefore had to adjust this setting to prevent test support sessions from being interrupted unexpectedly.

Our investigation also revealed the need for practical ways to keep the VHDs up-to-date with the latest versions of the service, its environmental configuration, and test support tools. To avoid inconsistencies due to human error, such maintenance should be automated through VM tools and update scripts. The relatively large size of VHDs also means that manipulating these images, and re-deploying them to the cloud environment, may also present a significant challenge during maintenance.

A grand challenge to be addressed is the provision of standardized testing interfaces and guidelines for building testing and test support implementations for cloud infrastructures. This type of research direction is necessary for the successful adoption of the approach, and can provide benefits to the general movement towards software testing as an online service. Standardization could help to overcome many of the inherent challenges of the approach such as scalability, security, among others.

7.3 Evaluation Plan

The current prototype and investigation has been purposely limited in scope to manage the high complexity of the research problem. As such, much work still need to be done to evaluate the proposed approach to integration test-
ing of cloud-based applications. In particular, conducting experiments on a cloud computing platform is necessary to reveal the essential difficulties associated with the research problem. With this objective in mind we have carefully designed the prototype in a way that streamlines the process of moving it to the cloud.

The Windows Server 2008 R2 image developed for the prototype is directly supported by Windows Azure through its VM role [15, 16]. The VM role provides a high degree of control over the server instances, and facilitates many of the goals required for our approach to be successful in practice (i.e., scalability, in-place upgrades, integration with other service components, and load-balanced traffic [16]).

We have identified that the following steps are necessary for migration to the Windows Azure cloud platform: (1) install the Windows Azure SDK and its prerequisites on the development environment; (2) use the Windows Azure SDK to configure the baseline VHD and then upload it to a Windows Azure storage drive in the cloud, and (3) move the SQL Server 2008 R2 database to SQL Azure.

With the prototype hosted and deployed in Windows Azure, we plan to conduct a series of controlled experiments to determine the effectiveness of the proposed approach. The experiments will seek to: (1) provide evidence that TSaaS can be used to overcome challenges associated with cloud application testability, and (2) demonstrate the benefits of harnessing virtualization technologies in the cloud for testing cloud application services. Lastly, we plan to investigate the industrial applicability of TSaaS, and compare it to approaches such as test-isolation and testing in production.

8 Related Work

The rapid adoption of cloud computing technologies and popularity of SOA has generated much research interest. As such, researchers have begun to address some of the challenges of testing these types of applications. In this section we provide a literature review of works that are related to our research.

Chan et al. [4] use graph theory to represent the computations of cloud applications, and define model-based criteria to support testing them. Part of their model describes interactions among cloud computations, and defines the notion of inconsistency detection between nodes. In addition, they demonstrate how their cloud graph model can be used for dynamic composition of adaptive clouds. Their definitions and testing criteria help to formalize problems associated with cloud integration, and is highly complementary to our work.

Zech et al. [26] propose a model-driven approach to address security testing of cloud applications. Their approach derives a set of misuse cases through risk analysis, and then uses them to generate tests that attack the application environment. Although our work on TSaaS does not address security testing, this is a critical aspect of testing cloud applications and should be considered at an early stage in the development process.

Greiler et al. [8] describe industry challenges for runtime integration and testing for SOA. The challenges identified have motivated our work, and include factors such as stakeholder separation, service integration, dynamic service updating, binding and reconfiguration. The work also discusses some directions for addressing the challenges from both methodical and technical perspectives. Our approach specifically addresses cloud computing, which provides enabling technologies for solutions that may be defined through SOA. Furthermore, we use those same technologies to tackle some of the challenges of testing cloud applications.

Several works on testing and testability of SOA applications can also be found in the literature [12, 20, 24]. Tsai et al. [24] propose several evaluation criteria for SOA software, and apply those criteria to a case study where the application domain is stock-trading. O'Brien et al. [20] describe quality attributes for SOA, and discuss its testability concerns. Mei et al. [12] describe an approach to data flow testing of SOA applications, specifically applied to WS-BPEL software products.

9 Conclusion

This paper presented a collaborative approach to integration testing of cloud-based applica-
tions using virtualized environments, referred to as Test Support as-a-Service (TSaaS). To demonstrate the feasibility of our research ideas, we implemented a prototype of TSaaS using technologies compatible with the Windows Azure cloud computing platform.

Although our work was limited in scope, it provided much insight into the research problem and laid the foundation for the establishment of an evaluation plan. A major milestone defined for the success of this research is the application of TSaaS to an industrial case study. Future work also calls for the incorporation of performance-based testing techniques, and user load simulation features into TSaaS.
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