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Abstract—Recent studies have shown that a concatenative speech synthesis system with a large database produces more natural sounding speech. We apply this paradigm to the design of improved very low bit rate speech coders (sub 1000 b/s). The proposed speech coder consists of unit selection, prosody coding, prosody modification and waveform concatenation. The encoder selects the best unit sequence from a large database and compresses the prosody information. The transmitted parameters include unit indices and the prosody information. To increase naturalness as well as intelligibility, two costs are considered in the unit selection process: an acoustic target cost and a concatenation cost. A rate-distortion-based piecewise linear approximation is proposed to compress the pitch contour. The decoder concatenates the set of units, and then synthesizes the resultant sequence of speech frames using the Harmonic–Noise Model (HNM) scheme. Before concatenating units, prosody modification which includes pitch shifting and gain modification is applied to match those of the input speech. With single speaker stimuli, a comparison category rating (CCR) test shows that the performance of the proposed coder is close to that of the 2400-b/s MELP coder at an average bit rate of about 800-b/s during talk spurs.

Index Terms—Concatenative speech synthesis, piecewise linear approximation, rate distortion theory, very low bit rate speech coding.

I. INTRODUCTION

C ONTEMPORARY speech coders such as CELP, MELP, MBR, or WI provide good quality speech at bit rates as low as 2400 b/s. However, for very low bit rates on the order of 100 b/s, these coders are unable to produce high quality speech, due to the reduced number of bits available for accurate modeling of the signal. In an effort to overcome this limitation, a new speech coder is proposed. This coder employs a different paradigm than conventional speech coders and is meant for applications where there are no delay or complexity limitations. For example, such a coder is very useful when requiring storage of large amount of pre-recorded speech. A talking book [4], which is a spoken equivalent of its printed version, requires huge space for storing speech waveforms unless a high compression coding scheme is applied. Similarly, for a wide variety of multimedia applications, such as language learning assistance, electronic dictionaries and encyclopedias there are potential applications of very low bit rate speech coders.

Techniques for a very low bit rate speech coder are based on what has been learned from previous work in speech coding, text-to-speech (TTS) synthesis, and speech recognition. Several groups of researchers have worked on a TTS-based approach. In TTS, synthesized speech can be produced by concatenating the waveforms of units selected from a large database. Prosody modification is often included as a post-processor for TTS systems. This typically adjusts the time scale and/or pitch to modify the prosody. Thus, a TTS-based coding scheme can be thought of as a speech coder that has a very large codebook composed of raw speech signals with additional parameters for compensating prosodic difference between the synthesized and the original speech signal. The first study using this approach was performed by Gerard et al. [3]. In this work, a text message and spoken utterance are jointly used to provide a TTS input stream and a small number of prototype pitch patterns and duration patterns are used for prosody coding. Bradley [4] introduced a wide-band speech coder which uses TTS to generate synthetic speech from text and then uses speech conversion to convert voice characteristics including speaking style, and emotion. This coder operates at 300 b/s. However, both these two coders necessarily require text transcription.

A speech coding system based on automatic speech recognition and TTS synthesis, which employed hidden Markov model (HMM)-based phoneme recognition and pitch synchronous over lap addition (PSOLA)-based TTS was proposed by Chen et al. [6]. This coder is referred to as the “phonetic vocoder” where the individual segments are quantized using a phonetic inventory. The reported bit rate was 750 b/s and the reconstructed speech quality was above a mean opinion score (MOS) of 3.0. For all TTS-based coders, since a speech signal is produced by TTS, the quality is highly dependent on the performance of the underlying TTS.

Alternatively, a segmental vocoder is also proposed to achieve very low bit rate. This coder attempts to decompose a speech signal into a sequence of segments that are subsequently quantized using a codebook of pre-stored segments. A typical example of this type of coder is the waveform segment vocoder by Roucos et al. [20]. In this, segmentation was performed in a very simple way, detecting regions with large spectral time-derivation, then a template sequence is constructed by minimizing distortion between a time-normalized template and an input segment. Since each template is a waveform segment that contains an excitation component as well as a spectral envelope, this coder does not need to transmit excitation signals which generally require a lot of bits in conventional speech coders. The
bit rate of this coder is about 300 b/s. They obtained significantly less buzzy quality than their previous segmental coder, but, there were still artifacts in the coded speech signal, such as a “choppy quality,” which mainly comes from the simple segmentation method. One of the limitations of this coder is the size of the template table, which is 9000. This number is not sufficient for representing the variability of the segments even though prosody modification is exploited to compensate for the difference between a template and an input segment.

A segmental vocoder using HMM-segmentation was proposed recently [1] in which template tables are constructed by a series of procedures, temporal decomposition, vector quantization and multigram segmentation. Each template segment is represented by a HMM. This approach is similar to the HMM-based phoneme recognition, but nonsupervised training was applied, thus the resultant segments do not correspond to phonetic inventories. This work mainly focused on the encoder part. Manipulation of prosody information was not discussed.

Although all of these methods are successfully applied to give extremely low bit rates, the common problem is that the quality of these coders is not satisfactory compared to conventional low rate coders (>1000 b/s) even when coding strategy focuses on a single speaker’s voice. The quality of these coders is often not consistent and intelligibility is very bad at times. There are several reasons for this, including the relatively few templates in a typical system, the distortion introduced by using a speech representation that does not code speech transparently, audible discontinuities introduced by concatenation at segment boundaries, and the artifacts introduced by time scale modification.

The main goal of our work is to develop a speech coder whose quality is comparable to a conventional low rate speech coder (for example, a standard coding scheme at 2400 b/s), while maintaining bit rates lower than 1000 b/s. The basic idea is motivated by waveform-concatenation TTS systems, where a speech signal is produced by concatenating a selected unit sequence [15]. We utilize a large TTS labeled database as the “codebook” for our speech coder. The codebook contains several hours of speech, typically filled with phonetically balanced sentences. The identities of the phonemes, their durations, their pitch contours and all speech coding parameters are included in the database. Our approach to unit selection is different in that we use a frame as the basic synthesis unit and introduce a concatenation cost in order to reduce the distortions between neighboring units. This frame-based approach has the advantage that we can accurately choose units with short unit length. In addition, since frame selection does not require a time-warping process, we can synthesize the speech signal without time scale modification. The bit rate of a frame-based approach will be greater, because longer segments contribute to the high compression ratio of segmental coders. To cope with this problem, we design a selection process that increases the number of consecutive frames and subsequently apply run-length coding.

The remaining issue associated with a very low rate coder is the accurate coding of the pitch (F0) contour. This plays an important role in a very low rate coder since the correct pitch contour will increase naturalness and an efficient coding scheme will provide high coding gain. Nevertheless, most of the previous very low rate coders neglect this important issue. A possible way to reduce the number of bits in the pitch contour coding is to use schemes relying on a parametric description of the pitch contour [7]–[13]. In a parametric model, a segmental pitch contour is represented by a function and appropriate variables. The resulting information for representing the pitch contour is very small. Studies in this direction have been performed in applications requiring simpler representation of the pitch contour, such as intonation pattern analysis [8], [9], [11], [12] and automatic generation of the pitch contour in TTS systems [7], [13]. However, fundamental issues for application to a coding paradigm, such as the number of bits for representing model parameters and quantitative analysis of model error according to bit allocation have not been discussed.

The principle of our coding scheme is piecewise linear approximation of pitch that replaces the original pitch contour by consecutive lines. Techniques that minimize overall bit rate while maintaining approximation error below a given threshold will be described in more detail in Section V.

This paper is organized as follows. Section II gives an overview of our coder. Section III then describes the unit selection algorithm. The compression method of the unit sequence is presented in Section IV. In Section V we describe an efficient pitch contour coding method. Section VI presents the experimental results obtained from single speaker’s corpus. We then conclude in Section VII with a discussion of the significant results and possible extensions.

II. OVERVIEW OF THE CODER

In a unit selection-based waveform-concatenating TTS scheme, synthesized speech is produced by concatenating the waveforms of units selected from a large database [15]. Units are selected to produce natural sounding speech of a given phoneme sequence predicted from text. This scheme has been widely used in several current TTS systems and gives synthetic speech that is close to natural. At this point, it can be assumed that if we replace parameters from text with those from a given speech signal, the resulting speech signal from TTS would sound like the input speech signal. This scenario, which is the basic scheme of the proposed speech coder, is depicted in more detail in Fig. 1.

We use mel-frequency cepstrum coefficients (MFCCs) as feature parameters for the unit selection. MFCCs have been widely used in both automatic speech recognition and speaker identification tasks. MFCCs as a unit selection parameter can provide reasonable intelligibility. In computing mel-cepstrum coefficients, a Hanning window of 25 ms at a frame rate of 100 Hz is applied. This means the length of each unit is 10 ms. In [19], the inclusion of features relevant to prosody increased naturalness of the synthesized signal, because decreased prosodic modification tends to reduce the artifacts of the synthesized speech. However, our experiment showed that introducing prosodic feature to the selection criteria sometimes produced lower intelligibility than the MFCCs-only case.

There are two databases in Fig. 1. The first one is for the unit selection process that contains MFCCs obtained in the same way as the feature extraction. The second one contains speech waveforms or appropriate coding parameters that are used to
make the output waveform. The raw speech signal from which MFCCs of the first database are computed is the same as those in the second database. Transmitted information, as shown in Fig. 1 are FO, gain, and unit indices. A unit index actually represents the position where the selected unit is located in the database.

A primary difference from the conventional coder is that we do not use any speech generation framework such as a source-filter model. We assume that any speech signal can be reconstructed by concatenating pitch modified short-segment waveforms that are adequately chosen from the large database. Another difference is that since the output speech is produced from a separate waveform database, the sampling rate of output speech is fully independent of the input speech sampling rate. That means, even if the input speech is a narrow band signal (i.e., \( f_s = 8 \text{ kHz} \)), a wide band signal (i.e., \( f_s = 16 \text{ kHz} \)) can be obtained. We used an \( F0 \) estimation method that is used in the waveform interpolation coder [16].

III. UNIT SELECTION

In this paper, the problem of unit selection is formulated as how to find the optimal sequence from a large database in the sense of minimizing distortion within an individual frame and preserving natural coarticulation. That means there should be two cost functions in the unit selection process, target cost within an individual frame and concatenation cost between frames. When synthesizing a speech signal with an input feature vector sequence \( \mathbf{X} = [x_1, x_2, \ldots, x_T] \) by one from the synthesis database \( \mathbf{U} = [u_1, u_2, \ldots, u_T] \), the total cost, \( C(\mathbf{X}, \mathbf{U}) \), is defined by summing the acoustic target cost, \( C_A(\mathbf{x}_t, \mathbf{u}_t) \), and the concatenation cost, \( C_C(\mathbf{u}_{t-1}, \mathbf{u}_t) \):

\[
C(\mathbf{X}, \mathbf{U}) = \sum_{t=1}^{T} w(\mathbf{x}_t, \mathbf{u}_t) C_A(\mathbf{x}_t, \mathbf{u}_t) + \sum_{t=2}^{T} C_C(\mathbf{u}_{t-1}, \mathbf{u}_t)
\]  

(1)

where

\[
C_A(\mathbf{x}_t, \mathbf{u}_t) = \sum_{i=1}^{n} (c_{xi} - c_{ui})^2
\]  

(2)

\[
C_C(\mathbf{u}_{t-1}, \mathbf{u}_t) = \sum_{i=1}^{n} (c_{ui-1} - c_{ui})^2
\]  

(3)

where \( c_{xi} \) and \( c_{ui} \) represent the \( i \)-th MFCC of the \( t \)-th input frame and the unit \( \mathbf{u}_t \), respectively, and \( n \) is the order of the MFCC. In (1), \( w(\mathbf{x}_t, \mathbf{u}_t) \) represents the fundamental frequency (FO) penalty at time \( t \) which increases the cost of selecting units with different \( FOs \) than the input. A possible penalty is given by

\[
w(\mathbf{x}_t, \mathbf{u}_t) = \alpha \left( 1 + \log \left( \frac{FO_x}{FO_u} \right) \right)
\]  

(4)

where \( FO_x \) and \( FO_u \) represent the fundamental frequency of the \( t \)-th input frame and the unit \( \mathbf{u}_t \), respectively. There is a special condition for the concatenation cost. \( C_C(\mathbf{u}_{t-1}, \mathbf{u}_t) \) is defined to be zero, if \( \mathbf{u}_{t-1} \) and \( \mathbf{u}_t \) are consecutive in the database. This encourages the selection of consecutive frames in the database which have natural coarticulation. In (3), the amount of unnaturalness between neighboring frames is assumed to be the Euclidean distance between their MFCCs. This is a reasonable assumption because a smoothly evolving spectral envelope over time increases the reconstructed speech quality [21]. Further improvement can be obtained by introducing an auditory-based distance measure with application to concatenative speech synthesis [22]. The optimal unit sequence \( \mathbf{U}^* \) is obtained by minimizing the total cost \( C(\mathbf{X}, \mathbf{U}) \)

\[
\mathbf{U}^* = \arg \min_{\mathbf{U} \in \mathcal{U}_T} C(\mathbf{X}, \mathbf{U})
\]  

(5)

where \( \mathcal{U}_T \) is the set of all possible sequences that have \( T \)-units. This minimization can be performed by a Viterbi search processing one input unit at a time. Let \( \mathbf{u}_t(i) \) be the \( i \)-th unit at time \( t \), the forward recursion is as follows:

\[
\Psi_t(i) = \min_{1 \leq i \leq N} \{ C_t(i) + C_C(\mathbf{u}_{t-1}(j), \mathbf{u}_t(i)) \} 
\]

(6)

where \( 1 \leq i \leq N, 1 \leq t \leq T \), and \( \Psi_t(i) \) is the backtracking pointer for the \( i \)-th unit at time \( t \), \( C_t(i) \) is the accumulated cost for the \( i \)-th unit at time \( t \), and \( C_C(\mathbf{u}_{t-1}(j), \mathbf{u}_t(i)) = 0 \) if \( \mathbf{u}_{t-1}(j), \mathbf{u}_t(i) \) are consecutive in a database.

After the final accumulated costs \( C_T(i) \) for all \( i \) have been computed, the best unit sequence \( \mathbf{U}^* = [\mathbf{u}_1(q_1^*), \mathbf{u}_2(q_2^*), \ldots, \mathbf{u}_T(q_T^*)] \) is obtained using the following backward recursion:

\[
q_t^* = \arg \min_{1 \leq i \leq N} C_T(i)
\]

(7)

Another criterion is to find the best sequence in the sense of maximizing the number of consecutive frames as well as minimizing the cost function. Before computing costs in (6), we find the maximum accumulated number of consecutive frames and which paths have this maximum number. Finding a maximum cost path is then performed by the above forward recursion. This can be implemented by introducing an accumulated number of
consecutive frames, \( L_t(i) \) for the \( i \)th candidate at time \( t \) to the Viterbi decoding. The modified forward recursion is as shown in (8) at the bottom of the page, where 1 ≤ \( i \) ≤ \( N \), 1 ≤ \( t \) ≤ \( T \), and \( L_t(i, j) \) is the accumulated number of the consecutive frames up to unit \( u_t(i) \) and a set \( A_t(i) \) contains previous unit indices which have the maximum consecutive frames up to unit \( u_t(i) \). This significantly improves the performance of the coder in quality and bit rates, since longer consecutive frames preserve natural coarticulation speech, and the efficiency of the subsequent run-length coding is increased when the number of consecutive frames is long.

In the above equations, any unit is assumed to be chosen from \( N \) units in the database. Because of the large size of the database (in this work, about 460 000, so \( N = 460000 \)) the Viterbi search must be pruned to reduce the computational time. A pruning strategy will be described in the following sections.

### A. VQ-Based Candidate Selection

In TTS, the number of possible units at a time is limited by the phoneme identification. A similar approach is employed in this paper, we focus on the limited number of units whose spectral envelope is relatively close to that of input frame. Since a set of the units close to the input frame occupies only a small portion of the entire database space, this can significantly reduce the computational complexity. This process requires partitioning the entire database space. We used vector quantization (VQ) for clustering. Supposing that a given unit is vector quantized by a specific code vector, the units quantized into the same code vector in a database are selected as candidate frames. If each frame corresponds to a phonetic inventory, the codebook size is six bits, or 64, which is nearest the number of phonemes, 51. An experiment showed that this number is too small to represent the variability of the frames and results in poor performance. Experimentally, we obtained good results when the codebook size was 10 or 11 bits.

This simple method has a problem due to the hard-clustering property of VQ [21]. As described in Fig. 2, when an input unit is close to a border of the space partitioning, more adequate candidate units may not be selected. To alleviate this, it is necessary to choose more than one cell. Well-known soft clustering techniques, such as Gaussian mixture model (GMM) or fuzzy clustering can be considered to choose the multiple cells. In our method, a relative distance measure is used. The Euclidean distance between the input and the VQ centroid is computed and reordered. Then, the \( i \)th cell is selected if the ratio \( d_i / d_{\text{min}} \) is greater than a given threshold (typically 0.7), where \( d_i \) is the distance between the input and the centroid of the \( i \)th cell and \( d_{\text{min}} \) is the minimum of \( d_i \).

The number of candidate units depends on the number of candidate cells. In order to keep computational complexity from increasing greatly, we limit the number of candidate cells to six. The final procedure for selecting candidate units is to pick units within a hyper sphere with the input vector as a center. The radius determines the maximum allowable error of the candidate selection, which is closely related to the number of candidates. We determine the maximum allowable error by the bisectional search algorithm which is known as a fast search algorithm. The algorithm finds the maximum allowable error iteratively until the number of candidates reaches the desired number, \( N_d \). Let us describe the algorithm for taking \( N_d \) candidates within a threshold \( \text{Thres} \). Let us describe the algorithm for taking \( N_d \) candidates within a threshold \( \text{Thres} \).

1) Compute the acoustic target costs, \( C_A(x_t, u(k)) \) of all the candidates within a candidate region.
2) Set initial \( \text{Thres} \), \( N_d \) and \( \Delta \text{Thres} = 0.5 \times \text{Thres} \).
3) Count \( N = \) The number of candidates whose \( C_A(x_t, u(k)) \leq \text{Thres} \).
4) If \( N \leq N_d \) at the first iteration or \( |N - N_d| < \delta \), stop iteration.
5) If \( N > N_d \), \( \text{Thres} = \text{Thres} - \Delta \text{Thres} \), otherwise, \( \text{Thres} = \text{Thres} + \Delta \text{Thres} \).
6) \( \Delta \text{Thres} = 0.5 \times \Delta \text{Thres} \), go to step 3.

Note that since \( \Delta \text{Thres} \) decrease exponentially, a small number of iterations is required in this procedure. This means that the above method is much faster than a full sorting-based selection method.

---

\[
L_t(i, j) = L_{t-1}(j) + \begin{cases} 1, & \text{if } u_{t-1}(j), u_t(i) \text{ are consecutive in a database} \\ 0, & \text{otherwise} \end{cases} \\
I_t(i) = \max_{1 \leq j \leq N} I_t(i, j) \\
A_t(i) = \{k | L_t(i, k) = I_t(i), k = 1, \ldots, N\} \\
\hat{u}_t(i) = \text{arg min}_{j \in A_t} \{C_{t-1}(j) + C_C(u_{t-1}(j), u_t(i))\} \\
L_t(i) = L_t(i, \hat{u}_t(i)) \\
C_t(i) = \min_{j \in A_t} \{C_{t-1}(j) + C_C(u_{t-1}(j), u_t(i))\} + C_A(x_t, u_t(i))
\]

(8)
B. Context-Based Viterbi Pruning

The typical number of candidates after VQ-based candidate selection ranges from 500 to 1000. This number corresponds to only 0.1% or 0.2% of the entire units in the database. However, the Viterbi decoding process still requires lots of computation.

The pruning strategy of this section is based on a contextually meaningful criterion. Since the proposed speech coder uses a TTS database, which is already phonetically labeled, we can predict whether a given path is possible in some context. For example, assuming that a database is labeled using half phones, the following frame of the current frame labeled with “aa1” (aa1 is the first half of phoneme aa) must have phoneme “aa1” or “aa2” (aa2 is the last half of phoneme aa). All other combinations, like aa1-ae1 or aa1-k2, must be removed. In this way, we can reduce the number of paths in the Viterbi algorithm. Experimental results showed that approximately 50% of the total number of paths have contextually legal combination of phonemes. This means by using this pruning, the amount of computation for concatenation cost can be reduced by 50%. The sound quality after this pruning process was almost the same or somewhat better than that from the method without pruning. In terms of computational complexity and size of the memory, this pruning process requires just one character comparison and no additional memory.

IV. CODING THE SELECTED UNIT SEQUENCE

Since the concatenation cost in (1) is set to zero if two frames are consecutive in a database, the resulting unit sequence has many consecutive frames. To take advantage of this property, a run-length coding technique is employed to compress the unit sequence. In this method, a series of consecutive frames are represented with the start frame index and the number of the following consecutive frames as shown in Fig. 3. Thereby a number of consecutive frames are encoded into only two variables.

The coding efficiency of the example in Fig. 3 is \(\frac{437 - 198}{437} = 54.7\%\). In this example, we assigned 19 bits for start frame index because of \(\log_2 400 \approx 19\) (bits). However, the possible units are limited by the phone index of the previous frame, as described in Section III-B, the actual number of possible units is less than the total number of units. The number of bits for a start frame index is determined according to the phone identification of the last frame. For example, if the last frame has a phone “aa1” and the number of occurrences of aa1 in a database is 10 K, the required bit for the following frame index is \(\log_2 10 \approx 14\) (bits), instead of 19 bits.

As for the bits for quantizing a length of consecutive units, which is referred to as a run-length in this paper, a variable bit allocation proved to be more efficient than a fixed bit allocation. Experimental results showed that about 30 b/s were saved by using Huffman coding. This is ensured by the histogram of the run-length in Fig. 4. The corresponding Huffman code table is also shown in Fig. 4. As shown, the smaller number of bits are allocated for the shorter run-length.

V. CODING THE \(F_0\) CONTOUR

In order to get a high compression ratio, our \(F_0\) coding is contour-wise rather than frame-wise. Piecewise linear approximation (PLA) [12], as shown in Fig. 5, is used to implement our contour-wise \(F_0\) coding. PLA seems to be very favorable for high compression, because we need transmit only a small number of sampled points instead of all individual samples. Of course, the intervals between the sampled points must be transmitted for proper interpolation. In general, the total number of bits for PLA is smaller than frame-wise coding.

PLA always presumes some degree of smoothness for the function approximated. Therefore, we apply a median smoothing filter to the \(F_0\) contour before compressing it. Gross representation of the \(F_0\) contour by piecewise linear approximation causes larger coding errors than frame-wise coding. This error depends on how to select \(F_0\) samples as endpoints of the approximation lines. Therefore, an optimizing PLA is formulated for finding the locations of \(F_0\) points by minimizing the error between the \(F_0\) contour and the approximation. Two methods for finding the location of \(F_0\) points are proposed in this work. In the following sections, we discuss these issues in more detail.

A. Successive Linear Approximation

The method introduced in this section is close to the polygon approximation [18] algorithm applied in image coding applications. It was developed for efficient compression of two-dimensional (2-D) polygons. Successive approximation for \(F_0\)
coding can be thought of as a one-dimensional (1-D) version of the polygon approximation.

Fig. 6 depicts the framework of the successive linear approximation for the F0 contour. Linear approximation is carried out using those two contour points with the maximum error between them as the starting point. Then, additional points are added to the line where the error between the approximated and contour are maximum. This is repeated until the contour approximation error is less than $d_{\text{max}}^*$. The resulting approximated contour guarantees that the approximation error is below $d_{\text{max}}^*$.

This method considers only instantaneous error. However, mean squared error is sometimes a more meaningful criterion than instantaneous error. Overlooking this measure causes larger mean squared error in some regions, even if a small $d_{\text{max}}^*$ is met. To alleviate this problem, we modified the successive approximation mentioned above to achieve better performance.

In the modified method, the approximation is carried out according to the following steps.

1) Compute the mean square error for each line, and find the line with maximum mean squared error among all approximation lines.
2) For the line with maximum mean squared error, pick the point with maximum error between the original contour and the approximated line.
3) If the maximum error is greater than $d_{\text{max}}^*$, go to Step 4), otherwise stop approximation.
4) Add point from Step 2) to the line from Step 1), and go to Step (1).

Note that the mean squared error criterion is used for pre-selection of the F0 point for linear approximation. This leads to regions with high fluctuation that are subsequently piecewise linearly approximated. According to experiments, even with the same $d_{\text{max}}^*$ threshold, the mean squared error over the whole F0 contour is further reduced by the modified algorithm.

Determining the threshold error $d_{\text{max}}^*$ is extremely crucial, as this value affects both the number of bits and the perceptual quality. During subjective evaluations of synthesized speech signals, it was found that allowing a maximum error of $d_{\text{max}}^* = 5$ Hz for a female talker is sufficient to allow proper representation of the F0 contour as well as obtaining a reasonable bit rate.

The B-spline approximation for F0 contour was also considered in this work. Visual inspection revealed that the approximated contour by B-spline was closer to the original F0 contour due to its smoother representation of the contour. However, there was no clear perceptual difference. Hence, we concluded that linear approximation is good enough for representing F0 contour.

B. Linear Approximation Based on Rate-Distortion Criterion

In this section, we propose an optimal method that takes into account not only the approximation error but also the number of bits. The method is implemented based on rate distortion criteria.

Let $P = \{p_1, \ldots, p_{N_P-1}\}$ denote the set of F0 points used to approximate the contour, which is also an ordered set, with $N_p$, the total number of F0 points in $P$, and the $k$-th line starting at $p_{k-1}$ and ending at $p_k$. Since $P$ is an ordered set, the ordering rule and the set of points uniquely define the approximated contour.

Now, we define a constrained minimization problem

Minimize $R(P)$ subject to $D_{\text{max}}(P) \leq d_{\text{max}}^*$

where $R(P)$ is the total number of bits needed to encode the F0 set P including values and positions, and $D_{\text{max}}(P)$ is the overall maximum absolute error defined by

$$D_{\text{max}}(P) = \max_{k \in [1, \ldots, N_p-1]} d_{\text{max}}(p_{k-1}, p_k)$$

where $d_{\text{max}}(p_{k-1}, p_k)$ is the maximum absolute error between the line $p_{k-1}$ to $p_k$ and actual F0 values. Note that there is an inherent tradeoff between $R(P)$ and $D_{\text{max}}(P)$ in the sense that a small $D_{\text{max}}(P)$ requires a high $R(P)$, whereas a small $R(P)$ results in a high $D_{\text{max}}(P)$.

To find an easier way to solve the problem, we rewrite $R(P)$ in (6) as follows:

$$R(P) = \sum_{k=0}^{N_p-1} \omega(p_{k-1}, p_k)$$

where

$$\omega(p_{k-1}, p_k) = \begin{cases} \infty, & \text{if } d_{\text{max}}(p_{k-1}, p_k) \geq d_{\text{max}}^* \\ r(p_{k-1}, p_k), & \text{otherwise} \end{cases}$$

where $r(p_{k-1}, p_k)$ is the number of bits needed to encode line $p_{k-1}$ to $p_k$.

Now, the problem can be formulated in the form of a directed graph, as shown in Fig. 7. The vertices of the graph correspond to the admissible F0 points, and edges correspond to the possible segments of the approximation line. The edges have weights $\omega(p_{k-1}, p_k)$. The total number of bits $R(P)$ is propor-
Thus the problem can be considered as a problem of finding a shortest path. Note that the above definition of the weight function leads to a length of infinity for every path that includes a line segment resulting in an approximation error larger than $d_{\text{max}}^k$. We can find an optimal path by exhaustive search for all possible set $P = \{p_0, \ldots, p_{N_p-1}\}$. However, this is not a practical way because of the quite expansive computational cost. As an alternative, dynamic programming is employed. It first finds a “local minimal path” for all F0 points within a syllabic contour, then the global minimum path is built by backtracking. The overall procedure for finding an optimal set of F0 points $P^* = \{p_{0}^*, \ldots, P_{N_p-1}^*\}$ is as follows:

$$u(n) = \arg \min_{1 \leq k \leq n} \{\alpha_{k,n}[R(p_k) + \gamma(p_k, p_n)]\}$$

$$R(p_n) = \{R(p_{\alpha(n)}) = R(p_{\alpha(n)}) + \gamma(p_{\alpha(n)}, p_{\alpha(n)})\}$$

$$D_{\text{max}}(p_n) = \max\{D_{\text{max}}(p_{\alpha(n)}), d_{\text{max}}(p_{\alpha(n)}, p_n)\}$$

where $1 \leq n \leq N-1$ and $N$ is the total number of F0 samples within a syllabic contour, $R(p_k)$ is the accumulated number of bits up to $p_k$, similarly, $D_{\text{max}}(p_k)$ is the maximum error up to $p_k$, and $\alpha_{k,n}$ is given by

$$\alpha_{k,n} = \begin{cases} \infty, & \text{if } \max\{D_{\text{max}}(p_k), d_{\text{max}}(p_k, p_n)\} > d_{\text{max}}^k \vspace{1mm} \\
1, & \text{otherwise} \end{cases}$$

The backtracking pointer, $u(n)$, holds an indication of which F0 point is the start point of the path with the minimum accumulated number of bits at $p_n$. The optimal sequence of F0 points in reverse order is

$$P_{N_p}^*, P_{\alpha(N)}, P_{\alpha(\alpha(N))}, \ldots, P_0^*$$

An example is given in Fig. 7. For each point $p_{\alpha(n)}$, the bold line denotes the local minimal path ($u(n)$). It can be easily understood that the optimal set of F0 points after backtracking is given by $P^* = \{p_0^*, p_1^*, \ldots, p_{N_p-1}^*\}$.

VI. EXPERIMENTS AND RESULTS

This section presents the experimental results of the proposed coder for a single female speaker. The size of the database in our work is about 76 min which corresponds to 460 K units. For the test, we also prepared 15 test sentences from the same talker. All speech signals were recorded at 48 kHz in a noise-free environment, and low pass filtered to 7 kHz, then down-sampled at 16 kHz. Twenty-one MFCCs including the zeroth coefficient were computed for unit selection. A pre-emphasis factor of 0.95 is applied, and the number of mel-frequency filter banks are 24.

First, we evaluate the performance of the proposed F0 coding method. Fig. 8 shows the original F0 contour versus approximated contours for $d_{\text{max}}^k = 5$ Hz and $d_{\text{max}}^k = 10$ Hz, respectively. The results in the figure were obtained from rate-distortion criterion presented in Section V-B. A more coarse representation of a given F0 contour is found at higher $d_{\text{max}}^k$ value. Practically, setting a maximum allowable error $d_{\text{max}}^k$ to 5–6 Hz results in a perceptually good approximation for a female voice’s F0 contour. We also encoded a number of F0 contours from the 15 sentences and averaged the resulting bit rates. The bit allocation for F0 information is summarized in Table I. The experiments were performed for various $d_{\text{max}}^k = 1, 2, \ldots, 11$. The results are shown in Fig. 9. The shape of the resulting curve comes up with a general rate-distortion curve even though there is no explicit relationship between bit rate and $d_{\text{max}}^k$. For the successive approximation case in Section V-A, results are almost the same as for the rate-distortion criterion, but the bit rate is slightly increased (135.9 b/s for the successive approximation method and 120.5 b/s for the rate-distortion-based method).

The average bit rate for each parameter is summarized in Table II. This result is also based on the 15 test sentences and the bit rate for F0 is from the method based on rate distortion with $d_{\text{max}}^k = 6$ Hz. The bits for gain information were determined according to the method described in [24], however this method originally required phonetic segmentation which is not available in this work. Hence, we used a simple segmentation method which is based on the voiced/unvoiced decision and the first-order orthogonal polynomial coefficients for MFCCs. The threshold for detecting segment boundaries was determined in a heuristic way which produces the same number as the phoneme boundaries. In the unit selection process, the modified forward recursion (8) and all the pruning methods described in Section III were used. As shown in Table II, more than 60% of the total b/s is occupied by the frame index. This is because the large size of the database entails more bits. The subjective listing test according to the size of the database will give useful clues to help decrease bit rates.

There are several ways to synthesize speech waveforms from the selected unit sequence, such as PSOLA [25], HNM [14], and MBROLA [26]. Among them, HNM-based synthesis gives good performance for prosody modification as well as concatenation, due to its parametric modeling approach. Hence, we adopted it for waveform synthesis. Since the HNN synthesis is pitch synchronous, there is time misalignment between the selected frame unit sequence and the HNM parameter sequence. Indeed, the female voice has a generally higher pitch and this leads to insufficient frame information when frames represent 10-ms intervals. Copying or deleting HNM parameters may be a solution for this problem. However, this causes annoying discontinuities and buzziness of the synthesized speech signal. In order to minimize quality loss at the synthesis stage, we employed a multimodal interpolation technique that applies different kinds of interpolation methods according to the characteristics of frame joining points. For example, if two frames are not naturally concatenated (in other words, the frame indices of the two frames are not consecutive) the HNM parameters of the
intermediate frames are obtained by the interpolation of those of neighboring frames. It is well known that a high degree of discontinuity can be expected when the speech signal changes from unvoiced to voiced and vice-versa. In other words, preserving the discontinuities at the voicing status changing points provides more natural sounding speech. Nearest neighbor search is used to find the HNM parameters at joining points where the voicing states of the neighborhoods are different from each other. Note that MBROLA uses constant frame length at synthesis time, this feature will reduce the complexity of HNM synthesis.

A subjective formal listening test was conducted to compare speech quality of the unit selection-based waveform concate-
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nation and conventional speech coders. The modified forward recursion produced much better sound quality than the original forward recursion (6), thus we used the results from the modified method as test speech signals. Since the goal of this work is to produce synthetic speech whose quality is comparable to conventional low bit rate coders, overall user acceptability of the reconstructed speech has been measured with a comparison category rating (CCR) test [17]. The listeners identify the quality of the second stimulus relative to the first using a two sided rating scale, as shown in Table III. Thirteen listeners participated and were asked to judge which stimulus is better or worse than the other. Each stimulus consisted of the 8-kHz downsampled reconstructed speech from the proposed coder and the reconstructed speech from the 2400 b/s MELP coder [27]. The speech was from the test data set. The contents of the test sentences are listed in Table IV. There are five different contents. Each sentence was uttered three times with three different prosodies. Thus, total $3 \times 5 = 15$ stimuli were evaluated by each listener. The average CCR was $-0.28$, the maximum CCR was 0.33 and the minimum CCR was $-0.64$. For all five sentences, CCRs are less than 1. This means the quality of the proposed coder is close to that of the 2400 b/s MELP coder [27]. The listeners indicated that the distortions caused by the two speech coders sound different from each other. This is due to the fundamentally different approaches between the two coders. The major factors of quality degradation of the proposed coder are large distortion between the input cepstrum and the one from the selected unit, pitch modification and interpolation of HNM parameters.

Noisy or unclear qualities were sometimes found in unvoiced regions. Slight audible discontinuities were also found in the speech signal from the proposed coder though a concatenation cost is engaged in unit selection. These defects were more visible when comparing with the original 16-kHz sampled speech signals. However, according to CCR score, it appears that the overall quality of reconstructed speech signals is reasonable in both intelligibility and naturalness.

VII. CONCLUSION

A very low bit rate speech coder based on a new paradigm is proposed in this paper. The objective of this work is to make the quality of a speech coder operating at below 1000 b/s close to that of conventional low rate coders. The unit selection approach which has been widely used in TTS system is a key part of the encoder. An acoustic target cost function related to intelligibility and a concatenation cost related to naturalness are applied to unit selection. A technique which can provide longer consecutive frames is also introduced in order to increase sound quality as well as coding efficiency. Two pruning methods in a Viterbi decoder are introduced to reduce computation times. At the decoder, waveform concatenation and prosody modification are exploited to obtain the reconstructed speech signal. As a synthesis method, the HNM framework is used. Using MFCCs in unit selection was motivated by automatic speech recognition and speaker identification. As for $F(0)$ coding, we introduced linear approximation schemes in order to get an extremely low bit rate. A rate-distortion criterion is applied to the linear approximation. Using this criterion, we can implement an optimal method for minimizing bit rates with adjustable approximation error.

The experiment showed the effectiveness of the proposed schemes: prosodic information is preserved while $F(0)$ and gain undergo high compression. In a formal listening test, we confirmed that the quality of the proposed coder was very close to that of a conventional 2400-b/s coder.
This coder is limited to a single speaker’s voice. If we limit the application to where only one speaker’s voice is needed, such as a personalized communication system, the proposed coder can be successfully exploited. Otherwise, additional effort to achieve multiple speaker capability is needed. Increasing the size of the database to contain a number of speakers’ utterances is a possible solution. Although work on voice personality conversion is still underway, a future voice personality transformation algorithm will be a solution for this multiple speaker capability.
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