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Abstract

We set up a multispectral image acquisition system using a flash light source and a camera featuring optical bandpass filters. The filters are mounted on a computer-controlled filter wheel between the lens and a grayscale sensor. For each filter wheel position, we fire the flash once within the exposure interval and acquire a grayscale image. Finally, all grayscale images are combined into a multispectral image. The use of narrowband filters to divide the electromagnetic spectrum into several passbands drastically reduces the available light at the sensor. In case of continuous light sources, this requires powerful lamps producing a lot of heat and long exposure times. In contrast, a flashgun emits its energy in a very short time interval, allowing for short exposure times and low heat production. Our detailed colorimetric analysis comparing the color accuracy obtainable with our flashgun and a halogen bulb shows that our acquisition system is well suited for multispectral image acquisition. We computed a mean color error of 1.75 CIEDE00 using the flashgun. Furthermore, we discuss several practical aspects arising from the use of flash light sources, namely the spectrum, repeat accuracy, illumination uniformity, synchronization and calibration of the system. To compensate for intensity variations of the flash, we propose two calibration methods and compare their performance.
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1 Introduction

Multispectral cameras offer a lot of advantages over conventional three-channel cameras due to the fact that the spectral information of each pixel of the recorded scene is made available to the user. This spectral information can be used to compute the tristimulus values of the scene under any given illuminant and for arbitrary observers with very high color accuracy. Today, a high number of multispectral imaging devices are studied or already in use worldwide. Typical applications are archiving of paintings, textile industry, printing industry, high dynamic range imaging (HDR), HDTV video, medicine, and many others. Conventional RGB photography on the other hand allows for the production of pleasant images, but is not capable of producing images with high color accuracy due to the violation of the Luther rule and the lack of spectral information. Nevertheless, researchers addressed the problem of color correction.

In the case of multispectral cameras, the spectral information is acquired by utilizing an increased number of spectral passbands compared to conventional photography. For each of these channels, a grayscale image we call frame is taken. There are a number of well known reconstruction and estimation algorithms available today that compute the spectral information and/or tristimulus values from these frames. While the number of filters is principally not limited, there is a commercial need to reduce their number to the absolutely necessary. Due to the relative smoothness of reflectance spectra, only a quite small number of filters is in fact necessary to allow for a highly accurate spectral estimation.

The seven-band mobile multispectral camera that we use for our experiments has been developed by the Color Science and Color Image Processing Research Group at the RWTH Aachen University in the recent years. It is equipped with a filter wheel that houses seven narrow band interference filters whose spectral transmittance curves are arranged equidistantly in the visible part of the spectrum. The filter wheel is mounted inside the camera between lens and sensor and not in front of the light source. Furthermore, the dimensions of the camera are relatively small. For these reasons, the camera can to some extent be used as a mobile device with arbitrary light sources. In the laboratory, we usually use halogen light sources.

Due to the spectral narrowness of the optical filters, only a small portion of the electromagnetic energy reaches the imaging sensor. Furthermore, short exposure times are desirable, because they minimize the overall acquisition time. One way to maximize the energy impinging on the sensor and at the same time minimize the exposure times is to use high power lamps that, unfortunately, produce a lot of heat. The second way which is focused on in this paper is the use of a flash gun as light source. Only very little heat is generated by such devices, and the light energy is emitted during a very short time interval. On the one hand, this requires synchronization between camera and flash gun, but on the other hand, the exposure times can be reduced drastically.

In this paper, some results on multispectral imaging with flash light sources we performed in a laboratory environment are presented. There are a number of practical and theoretical issues arising from using flash light sources for multispectral imaging, such as reproducibility of the amount of emitted light and reproducibility of the shape of the spectrum. Furthermore, the shape of the spectral power distribution of the emitted light must be dealt with. Unlike smooth spectra of thermal light sources, spectra of flash lights exhibit strong peaks. In this work we investigate the effect of these peaks on the multispectral image, i.e., we compare the quality of the spectral estimation for light sources with both peaky and smooth spectral distributions in both experiment and simulation.

This paper is organized as follows: In the next section, we outline a theoretical multispectral
imaging framework that incorporates intensity variations of the flashgun. We provide two methods to compensate for the variations. The third section describes the setup of our measurement stand and the processing steps we carry out to derive a multispectral image. Measurements of the flashgun and detailed colorimetric measurements are then presented in the forth section before we finish with the conclusions.

2 Theory

When using a continuous light source, its intensity can normally be considered as constant over time—at least after a warm-up phase. As will be shown later in this paper, this does not hold for our flash light source. In the following, we derive a spectral imaging model and estimation method taking the brightness variations into account. We start with the spectral imaging model describing the transformation of a reflectance spectrum to a sensor response. After that, the spectral estimation method utilizing a diagonal adaptation matrix $D$ accounting for the brightness variations is shown. Finally, the computation of $D$ itself is described in the last part of this section.

2.1 Spectral Imaging Model

We use sampled spectra in our model, since typical measured reflectance spectra are smooth. In our case, we use $N = 61$ spectral samples, thus covering a wavelength range from $\lambda_1 = 400$ nm to $\lambda_N = 700$ nm in steps of 5 nm. Furthermore, we omit the spatial dependencies in our equations, e.g., we write $\beta$ instead of $\beta_{x,y}$ for a reflectance spectrum without loss of generality.

In the noiseless case, the mapping of spectral sample values $\beta$ to a sensor response $q$ is described by

$$q = f(KHS\beta) = f(Q),$$

where the bold symbols denote vectors or matrices defined by

$$q = (q_1 \ldots q_I)^T, \quad (I \times 1)$$
$$Q = (Q_1 \ldots Q_I)^T, \quad (I \times 1)$$
$$K = \text{diag}(K_1 \ldots K_I), \quad (I \times I)$$
$$H_i = (H_i(\lambda_1) \ldots H_i(\lambda_N))^T, \quad (N \times 1)$$
$$H = (H_1 \ldots H_I)^T, \quad (I \times N)$$
$$S = \text{diag}(S(\lambda_1) \ldots S(\lambda_N)), \quad (N \times N)$$
$$\beta = (\beta(\lambda_1) \ldots \beta(\lambda_N))^T, \quad (N \times 1).$$

The operator $\text{diag}(\cdot)$ constructs a diagonal matrix from a vector, $(\cdot)^T$ denotes a transpose operation and $I$ is the number of bandpass filters of the multispectral camera. The diagonal matrix $S$ represents the light source. The effective spectral sensitivity matrix $H$, joining the camera sensor sensitivity and bandpass filter transmission curves, transforms $N$ spectral values to an $I$-dimensional sensor response. The continuous representation of $H$ is plotted in Fig. 4. The diagonal channel scaling matrix $K$ takes a factor for each spectral bandpass channel into account. It depends on the aperture and sensor
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of the camera, as well as the exposure time for continuous light sources or flash intensity for flash light
sources. The camera transfer function (CTF) \( f() \), also known as \textit{opto-electronic conversion function},
characterizes nonlinearities between the irradiance impinging on the sensor and the quantized sensor
response; this includes the black level of the camera. If the black level is subtracted from the grayscale
image in advance, the CTF is modified accordingly to prevent a duplicate subtraction of the black
point. Since the linearization \( Q = f^{-1}(q) \) can be done in advance and the further postprocessing
can be described without an explicit inclusion of it, we rewrite Eq. (1) to derive the linearized sensor
response

\[
Q = KHS\beta. \tag{2}
\]

### 2.2 Spectral Estimation

To estimate the diagonal channel scaling matrix \( K \) in Eq. (2), we perform a \textit{multispectral white
balance}: We use a white reference target with a known reflectance spectrum \( \beta_{\text{ref}} \), capture the reference
sensor responses \( Q_{\text{ref}} \) for this specific target and compute the matrix

\[
K_{\text{ref}} = \text{diag} \left( Q_{\text{ref}} \div (HS\beta_{\text{ref}}) \right) \tag{3}
\]

by inversion of Eq. (2). The inversion is derived by the division of the \((I \times 1)\) vector \( Q \) by the
term \( HS\beta \), which is also an \((I \times 1)\) vector. The operator \( \div \) denotes an element-wise division
and \( \text{diag}(\cdot) \) forms the diagonal matrix \( K_{\text{ref}} \). Usually, the multispectral white balance is performed
once before the measurements and the calculated reference channel scaling matrix \( K_{\text{ref}} \) is used for
normalization.

When using flash light sources, the intensity of the flashgun may vary with each exposure and
invalidate the white balance calibration. For example, the reference sensor responses \( Q_{\text{ref}} \) taken for
the white reference target may change for a second reference measurement. We incorporate the fluc-
tuations by relating the reference channel scaling matrix \( K_{\text{ref}} \) to the actual channel scaling matrix \( K \)
using

\[
K = DK_{\text{ref}}, \tag{4}
\]

where \( D \) is an \((I \times I)\) diagonal matrix. If the light source stays constant over time, which is the case
for, e.g., a heat light source after its warm-up phase, \( D \) is an identity matrix. Using Eq. (4), we insert
Eq. (3) into Eq. (2) and derive

\[
Q = D \text{diag} \left( Q_{\text{ref}} \div (HS\beta_{\text{ref}}) \right) HS\beta
\]

\[
= D \text{diag} (Q_{\text{ref}}) \text{diag} (HS\beta_{\text{ref}})^{-1} HS\beta \tag{5}
\]

and by further simplification

\[
D^{-1} (Q \div Q_{\text{ref}}) \circ (HS\beta_{\text{ref}}) = HS\beta, \tag{6}
\]

where the operator “\( \circ \)” denotes an element-wise multiplication. The simplification is derived by uti-
lizing the diagonal matrices in Eq. (5). The division of \( Q \) by \( Q_{\text{ref}} \) can be interpreted as a multispectral
white balance, where \( D \) is a correction term accounting for intensity changes of the light source
between the acquisition of the white reference target and the color target.
The estimated reflectance $\hat{\beta}$ can finally be computed from Eq. (6) by

$$\hat{\beta} = H_{\text{inv}} D^{-1} \left( Q \div Q_{\text{ref}} \right) \circ (HS\beta_{\text{ref}}),$$

using the Wiener inverse\(^4\)

$$H_{\text{inv}} = R_{xx} (HS)^T \left( HS R_{xx} (HS)^T \right)^{-1}.\quad (8)$$

The matrix

$$R_{xx} = \begin{pmatrix} 1 & \rho & \rho^2 & \cdots & \rho^{N-1} \\ \rho & 1 & \rho & \cdots & \rho^{N-2} \\ \rho^2 & \rho & 1 & \cdots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \rho \\ \rho^{N-1} & \rho^{N-2} & \cdots & \rho & 1 \end{pmatrix} \quad (9)$$

models the reflectance $\beta$ as being smooth, i.e., neighboring values are assumed to be correlated by a factor $\rho$; a typical value for $\rho$ is 0.98. By using the pseudoinverse without weighting, a strong oscillation of the solution might result.

### 2.3 Intensity Calibration Methods

To account for the varying intensity of the flashgun, we studied two options: Our intrinsic calibration utilizes a reference patch with known reflectance spectrum $\beta_{\text{ref}}$ inside the scene to normalize the sensor response. The reference channel scaling matrix $K_{\text{ref}}$ can then be estimated by Eq. (3). This approach provides a very reliable estimation of the image brightness since the reference patch is directly measured by the camera itself. However, in some applications it might not be feasible to place an additional target in the scene.

The extrinsic calibration relies on the measurements of an external measurement device in order to relate the calibration data taken with the white reference card to the acquired color image. More specifically, the external sensor allows us to estimate the diagonal matrix $D$ in Eq. (4). We use a spectral photometer which measures the spectrum each time the flash is fired and derive a matrix $S = (S_1 \ldots S_I)$, where each $S_i$ is a vector $(N \times 1)$ with the spectrum of the light source. With external measurement values $S_{\text{ref}}$ for the white reference target and $S$ for the color image, we compute the adaptation matrix

$$D = \frac{\text{diag} (HS)}{\text{diag} (HS_{\text{ref}})}, \quad (10)$$

where $H$ is the effective spectral sensitivity introduced in Eq. (1).

When the spectrum of the flashgun scales linearly, a simple light sensor is sufficient for the measurement. Eq. (10) then reduces to

$$D = \frac{\text{diag} (v)}{\text{diag} (v_{\text{ref}})}, \quad (11)$$

where $v$ ($I \times 1$) is the light sensor response for the color image and $v_{\text{ref}}$ is the one for the white reference image.
3 Practical Experiment

3.1 Setup and Acquisition

For flash image acquisition we use the setup depicted in Fig. 1, which basically represents a \(45^\circ/0^\circ\) geometry: our multispectral camera is mounted perpendicular to the object plane, while the flashgun is placed at a \(45^\circ\) angle with respect to the sample normal. We directly measure the intensity of the flashgun with an additional light sensor in front of the flashgun; in our case, we use a GretagMacbeth EyeOne Pro spectral photometer. Other sensors could also be used.

Our multispectral camera features the ICX285 sensor with a resolution of \(1280 \times 960\) pixel and a pixel cell size of \(6.25 \mu m \times 6.25 \mu m\). The computer-controlled bandpass filter wheel exhibits seven filter positions, all of which are equipped with optical bandpass filters in the range between 400 nm and 700 nm, each with 40 nm bandwidth. The filter wheel is positioned between the grayscale sensor and the Nikkor AF-S DX 18-70mm lens. To achieve well-exposed images, we fired the flash at the intensity settings given in Tab. 2.

We use a studio flashgun “Star Light 250” from “Richter Studiogeräte GmbH”, which features a flash tube and an additional halogen bulb. Since both light sources are positioned very close to each other, their light distributions are supposed to be nearly identical. Thus, the halogen light source is used to setup the positioning of the flashgun. While acquiring the images with the flashgun, the halogen lamp was switched off. In turn, the flashgun was deactivated for the acquisition of images with the built-in halogen lamp. The maximum flash capacity of the device is 244 Ws and can be reduced by a potentiometer. In the following, we refer capacity specifications to the full exposure, e.g., we write 25% flash exposure for approximately 61 Ws flash capacity.

Fig. 3 shows a timing diagram for both flash and continuous light source imaging. For each spectral passband, the appropriate optical filter is brought into the optical path with the computer-controlled filter wheel. In the case of flashgun illumination, both camera and external light sensor (see Fig. 1) are then triggered. The flash is fired with the appropriate intensity within the windows of the exposure time of both devices. It is important that the flash exposure does not precede or exceed any of the other two devices’ exposure times. These steps are repeated for each one of the seven optical filters, resulting in seven grayscale images we call spectral frames, where each frame represents the image information for one spectral passband. The camera exposure time has hardly any influence in case of flash light imaging, since the interval, where the flash emits its energy is very short. Of course, any illumination other than the flashgun should be suppressed during the acquisition; this particularly holds for long exposure times. When using continuous light sources for a comparative analysis, the exposure time of the camera controls the brightness of the image (Fig. 3b). In this case, we assumed the halogen light source to be constant over time and omitted the measurements with the spectral photometer.

We capture a black and white reference image to compensate for various camera- and illumination-specific irregularities as shown in the following section. The black reference image is taken with the lens cap attached to the lens. It enables us to compensate for the black point of the camera. For the acquisition of the white reference, we acquire a homogeneous white plate and determine the shading of the image to compensate for spatial inhomogeneities of the illumination. Additionally, the white plate serves as a spectral white reference to perform a multispectral white balance, i.e., we relate the sensor response of the scene to the sensor response of the white plate.

\footnote{Richter Studiogeräte GmbH, Am Riedweg 30, D-88682 Salem-Neufach, Germany, www.richterstudio.de}
Unlike the constant intensity of a continuous light source after its warm-up phase, the intensity of our flashgun varies for consecutive exposures as our experiments show below. This means that every frame, i.e., every grayscale image in the corresponding spectral passband, is possibly exposed with a different illumination intensity. Our experiments showed, that ignoring the varying intensity would lead to large color errors when combining the passbands to a color image. Therefore, we perform a calibration by measuring the flash intensity parallel to the camera exposure with a spectral photometer. Unlike the camera, our external sensor measures the light source directly and does not depend on the content of the scene. The measured intensities are used to correct each image by a factor.

3.2 Image Processing Pipeline

Fig. 5 shows an overview diagram of the postprocessing steps we apply to the frame data. The black and white reference image and the spectral frames are the input data of our processing chain. The black reference image is a single grayscale image, whereas the other ones are seven grayscale frames representing the seven spectral passbands. The black reference is subtracted from both the white reference and the spectral frames to compensate for the (spatially varying) black point. To account for nonlinearities, we linearize the sensor responses with the inverse CTF as shown above; we determine the CTF using our measurement stand.\textsuperscript{18} Since the black point has been subtracted in advance, the CTF is adapted to exclude the black point.

We perform a shading correction to account for a spatially inhomogeneous illumination of the scene: To prepare the correction, the sensor response of the linearized white reference is divided by the linearized sensor response of a certain area of the image, as indicated by the rectangle in the image “white reference” of Fig. 5. Furthermore, the white reference is filtered with a lowpass kernel in order to remove small speckles and reduce noise.

We developed two methods for the compensation of intensity variations of the flashgun: The \textit{intrinsic} calibration normalizes the image frame data using the linearized pixel values of a white reference patch in the spectral frame data. Since the white reference patch is also illuminated by the flash light, it allows for a direct measurement of the flash intensity. The normalization process is indicated in Fig. 5 with a small centered rectangle in the image “spectral frames” and a round box with a division operator “÷”. Our \textit{extrinsic} calibration method utilizes a white reference patch acquired from the white reference target. Since the flash intensities may vary between the acquisition of the white reference target and the color target, we compute a “scaling” factor to relate both target images using the external sensor. The adaptation procedure is described in detail in the second section of this paper. Both methods result in frame data containing solely the value one for pixels corresponding to the white reference patch. Since the spectrum of the white reference target typically does not exhibit a perfectly flat spectral distribution, e.g., in our case, it has a higher absorption in the blue part of the visible spectrum, the sensor responses have to be multiplied with the computed response of the white reference. To compensate for the (slightly) inhomogeneous illumination of the test target, we furthermore divide the color image by the lowpass-filtered white reference image.

The different thicknesses and refraction indices of the optical bandpass filters in our camera, as well as the possibly non-coplanar alignment of the filters in the filter wheel cause a space-dependent geometric distortion of the seven spectral frames. If the spectral frames are directly combined into a color image, large rainbow-like color fringes would be induced since the spectral color separations are not aligned. We use our compensation algorithm\textsuperscript{41,42} to automatically correct the effects of the
optical aberrations. Finally, we estimate the spectrum for each image pixel, as shown before. A transformation to color spaces for visualization (monitor color space, sRGB) or measurement of color differences (L*a*b*) can then be performed.

4 Results

4.1 Flashgun Measurements

When using a flash light source, the brightness level of the image is controlled by the flash intensity rather than the exposure time of the camera. Therefore, we investigated the reproducibility of the flash spectrum at varying intensities. Our measurement device, a Dr. Gröbel spectral photometer, has a spectral resolution of 0.6 nm and measures the spectral power distribution (SPD) from 200 nm to 800 nm. We fired the flash at varying intensities, in each case within the integration time of the photometer. To be able to compare the spectra, we normalized the SPDs by dividing them by their luminance value $Y$ in the XYZ color space. In Fig. 6, we plotted the spectra at the lowest and highest intensity settings of the flash since their correlated color temperature (CCT) differs the most (see below). Additionally, we computed the variance of all normalized flash spectra for each wavelength. Comparing the spectra for full and 6.25% exposure, we find that the spectrum for the full exposure shows an increased emission in the lower wavelength range and a decreased emission in the higher wavelength range. Considering the variance, we deduce that the spectra vary to a higher percentage at peak positions.

We also compared the tristimulus values using the CIE 1931 observer and the CCT for the flash spectra (see Tab. 1). The maximum deviation from the mean XYZ value is 0.65% for the X coordinate and 4.03% for the Z coordinate. The CCT spans a range of approximately 500 K, from 5740 K for the 6.25% exposure and 6238 K for the full flash exposure. Including all intensity settings, we computed a maximum color error of 4.24 $\Delta E_{00}$ units by transformation of the light source SPD to L*a*b* values. In our experiments, we use a smaller range of power settings, i.e., we approximately use a 25% to 100% exposure. This reduces the color error to 2.56 $\Delta E_{00}$. Additionally, we perform the spectral calibration with the same power settings used for the final acquisition of the color image, reducing the effects of the color temperature shift.

Our extrinsic calibration method normalizes the image brightness utilizing the measurements of the external sensor. Since a linear relation between the values of both sensors is essential, we carried out simultaneous measurements of the flash intensity with the camera and the spectral photometer as shown in Fig. 7 to verify our approach. We performed the measurements using a constant power setting of our flashgun (25% exposure), selected the 550 nm optical bandpass filter in our multispectral camera and acquired an image of the white reference target. The sensor response was compensated for the black point and nonlinearities using the inverse CTF, and the spectra from the spectral photometer were transformed to luminance values using the CIE 1931 observer. By evaluating 21 images, we estimated a pulse-to-pulse variability of 5%, i.e., the 8-bit gray level values range from 138 to 145. The intensity variations confirmed the necessity of an external sensor for intensity calibration. To evaluate the deviation between both measurement devices, we computed a line of best fit shown in Fig. 7. We found a mean calibration error of 0.23 gray values corresponding to 0.89%/permil in terms of an

\[\text{Dr. Gröbel UV-Elektronik GmbH, Goethestraße 17, D-76275 Ettlingen, Germany, http://www.uv-groebel.de/}\]
8 bit sensor. This justifies the use of an external sensor as an appropriate calibration device for our application.

We also investigated the illumination uniformity for consecutively acquired images. Therefore, the linearized images that were used above to measure the relation between both measurement devices were normalized by their global brightness. Additionally, a lowpass filtering with a $40 \times 40$ Gaussian kernel ($\sigma = 10$) was performed to reduce noise. The image in Fig. 8 was then derived by computing the variance for each image position over all exposures. Image areas with bright gray values denote a small variation, whereas areas with dark gray values correspond to larger variations. The sample values in the image denote variance values. Although there is a small variation of the illumination uniformity in the bottom right corner, the effects are negligible.

### 4.2 Colorimetric Measurements

Since the studio flash offers both a flash tube and a halogen light source with 150 W, we performed the flash and halogen experiments using the same apparatus and a fixed setup described in the third section. Doing so, both light sources are comparable regarding their light distribution in the target plane since they are positioned very close to each other. We used four test charts for our experiments, a GretagMacbeth ColorChecker with 24 color patches, a ColorChecker DC with 237 patches, a ColorChecker SG with 140 patches and a laboratory sample of the TE 221 chart with 283 color patches.

The spectral reflectances of all chart patches have been measured using a spectral photometer (GretagMacbeth EyeOne Pro). We acquired and postprocessed the images using the procedure described in the previous section. The spectral values of each color patch were averaged out by computing the mean value over an area inside the color patch. We then computed both mean and maximum $\Delta E_{00}$ color errors using the illuminant D50. Most of the maximum errors are caused by glossy patches and stray light effects on very dark patches.

Our experimental results for different test charts and both light sources are denoted in Tab. 3, showing the mean and maximum color errors. The *intrinsic* calibration utilizes a patch in the test chart itself to adapt to the varying flash intensity. Our second calibration method, the *extrinsic* calibration, uses the measurements with the external sensor to relate the white reference vector taken from the white reference target to the acquired test chart. In other words, the intensity variations of the flashgun are taken into account for the multispectral white balance. For the results in the column “flash, omitted extr.”, we omitted the adaptation by setting the factor $D$ in Eq. (4) to the identity matrix. In doing so, we implicitly assumed a constant flash intensity. In this case, the estimation results are very poor. This highlights the requirement of an external sensor for calibration.

For all test charts, the color accuracy achieved by the flashgun with intrinsic calibration is comparable to the results obtained by the halogen bulb; the mean color errors are 1.75 $\Delta E_{00}$ and 1.77 $\Delta E_{00}$, respectively. This justifies the use of a flashgun for accurate color image acquisition in a controlled laboratory environment. The extrinsic calibration produces almost the same results as the intrinsic one (mean color error: 1.78 $\Delta E_{00}$). We also investigated different weightings to convert the spectrum measured by the spectral photometer into scalar adaptation factors: Using Eq. (10), we weighted the spectrum with the effective spectral sensitivities given in Fig. 4. On the other hand, Eq. (11) describes the transformation of the spectrum to a luminance value $Y$ utilizing the CIE 1931 observer and does not incorporate a wavelength dependency. Here, the spectral measurement is reduced to a light sensor measurement. The results of both weighting methods were practically identical and show that a linear light sensor is sufficient to compensate for the intensity variations. When we omit the extrinsic cal-
ibration (column “flash, omitted extr.”), the color errors increase drastically in cases where the flash intensity varies a lot between the acquisition of the white reference target and the test chart. This applies for the ColorChecker with 24 patches and the ColorChecker SG. The mean color error increases to 2.84 $\Delta E_{00}$.

To give a more detailed view, we provide a color error report for each color patch in Fig. 9 and Fig. 11 and provide the corresponding histograms in Fig. 10 and Fig. 12, respectively. Due to stray light in our camera, some of the dark patches exhibit an increased color error. As noted before, some glossy patches, e.g., in the column ‘S’ from ColorChecker DC, also cause rather large color errors. Independent of these camera specific issues, the color accuracy for the acquisition of our test charts could be improved by using a training data set instead of a fixed correlation factor $\rho$ for our spectral estimation matrix in Eq. (8). But by doing so, we would adapt to the specific data set and lose generality.

We performed a simulation with the spectral data of the test charts we used for the experiment as well as with the Vrhel data set. \textsuperscript{44} Besides the simulation using the spectra of the flashgun and the halogen light source, we also used the illuminants ‘A’, ‘D50’ and ‘D65’. The results are denoted in Tab. 4. The illuminants A, D50 and D65 are arranged on the left hand side of the table, whereas the light sources used for our experiment are on the right hand side. We decided to use the measured spectrum of the flashgun at the 25% exposure. The results show an almost equal color error of 0.6 $\Delta E_{00}$ for the illuminants A, D50 and D65 and our halogen light source. Our flash light source has a slightly worse performance of 0.73 $\Delta E_{00}$, but still offers a high color accuracy for the simulated seven spectral channels.

5 Conclusions

We have extended our multispectral image acquisition system using a flash light source. The measurements for our flashgun have shown a pulse-to-pulse variability of 5%; we therefore developed two compensation methods for the varying brightness of the acquired images: The intrinsic calibration utilizes a patch in the acquired image itself to measure the actual brightness and correct the image data accordingly. Our flashgun acquisition experiments with several test charts resulted in a color error of only 1.75 $\Delta E_{00}$, which is almost identical to the color error produced by a comparative analysis with a halogen bulb (1.77 $\Delta E_{00}$). Our extrinsic calibration method uses the measurements of an external sensor to account for the intensity changes. We computed the mean calibration error for the external sensor to only 0.23 gray values (8 bit range). This justifies the use of an external sensor and is also confirmed by the colorimetric measurements, which result in a similar color accuracy (1.78 $\Delta E_{00}$) than the intrinsic calibration method. A simulation with both experimental light sources as well as other illuminants also certifies a good performance of the flashgun.
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### Table 1: Color coordinates of the flashgun in XYZ color space (normalized to \( Y = 1 \)) and correlated color temperatures (CCT) for different flash intensity settings.

<table>
<thead>
<tr>
<th>Intensity setting</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>CCT</th>
</tr>
</thead>
<tbody>
<tr>
<td>100%</td>
<td>0.9497</td>
<td>1.0000</td>
<td>1.0499</td>
<td>6238 K</td>
</tr>
<tr>
<td>50%</td>
<td>0.9532</td>
<td>1.0000</td>
<td>1.0180</td>
<td>6017 K</td>
</tr>
<tr>
<td>25%</td>
<td>0.9537</td>
<td>1.0000</td>
<td>1.0044</td>
<td>5933 K</td>
</tr>
<tr>
<td>12.5%</td>
<td>0.9550</td>
<td>1.0000</td>
<td>0.9930</td>
<td>5858 K</td>
</tr>
<tr>
<td>6.25%</td>
<td>0.9606</td>
<td>1.0000</td>
<td>0.9806</td>
<td>5740 K</td>
</tr>
<tr>
<td>mean</td>
<td>0.9544</td>
<td>1.0000</td>
<td>1.0092</td>
<td>5957 K</td>
</tr>
</tbody>
</table>

Table 1: Color coordinates of the flashgun in XYZ color space (normalized to \( Y = 1 \)) and correlated color temperatures (CCT) for different flash intensity settings.

<table>
<thead>
<tr>
<th>Center wavelength</th>
<th>400 nm</th>
<th>450 nm</th>
<th>500 nm</th>
<th>550 nm</th>
<th>600 nm</th>
<th>650 nm</th>
<th>700 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intensity</td>
<td>100.00%</td>
<td>32.06%</td>
<td>26.65%</td>
<td>26.12%</td>
<td>31.01%</td>
<td>46.47%</td>
<td>85.04%</td>
</tr>
</tbody>
</table>

Table 2: Flash intensity for each spectral passband during the acquisition; the value “100%” denotes full exposure.

<table>
<thead>
<tr>
<th>mean / max ( \Delta E_{00} )</th>
<th>flash intr.</th>
<th>flash extr.</th>
<th>flash, omitted extr.</th>
<th>halogen</th>
</tr>
</thead>
<tbody>
<tr>
<td>ColorChecker</td>
<td>1.33 / 2.36</td>
<td>1.38 / 2.49</td>
<td>3.63 / 7.58</td>
<td>1.48 / 2.70</td>
</tr>
<tr>
<td>ColorChecker DC</td>
<td>1.58 / 7.24</td>
<td>1.72 / 6.91</td>
<td>1.73 / 6.94</td>
<td>1.71 / 6.34</td>
</tr>
<tr>
<td>ColorChecker SG</td>
<td>1.93 / 6.53</td>
<td>2.03 / 6.18</td>
<td>4.07 / 6.74</td>
<td>1.76 / 5.47</td>
</tr>
<tr>
<td>TE221</td>
<td>2.16 / 8.15</td>
<td>2.00 / 7.79</td>
<td>1.96 / 7.22</td>
<td>2.13 / 7.35</td>
</tr>
<tr>
<td>mean / maxi</td>
<td>1.75 / 8.15</td>
<td>1.78 / 7.79</td>
<td>2.84 / 7.58</td>
<td>1.77 / 7.35</td>
</tr>
</tbody>
</table>

Table 3: Experimental results comparing the performance (mean / max \( \Delta E_{00} \)) of our flashgun with intrinsic, extrinsic and omitted extrinsic calibration (see text) against a halogen light source, calculated for illuminant D50 using the CIE 1931 observer.
Table 4: Simulation results (mean / max $\Delta E_{00}$) for various light sources and test charts, calculated for illuminant D50 using the CIE 1931 observer.

<table>
<thead>
<tr>
<th>Light Source</th>
<th>A</th>
<th>D50</th>
<th>D65</th>
<th>Flash</th>
<th>Halogen</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vrhel DuPont</td>
<td>0.67 / 1.79</td>
<td>0.66 / 1.74</td>
<td>0.67 / 1.74</td>
<td>0.72 / 2.24</td>
<td>0.71 / 1.92</td>
</tr>
<tr>
<td>Vrhel Munsell</td>
<td>0.54 / 1.73</td>
<td>0.54 / 1.64</td>
<td>0.54 / 1.63</td>
<td>0.66 / 2.37</td>
<td>0.58 / 1.86</td>
</tr>
<tr>
<td>Vrhel natObjects</td>
<td>0.46 / 3.38</td>
<td>0.44 / 3.12</td>
<td>0.44 / 2.96</td>
<td>0.73 / 3.64</td>
<td>0.48 / 3.65</td>
</tr>
<tr>
<td>ColorChecker</td>
<td>0.67 / 1.98</td>
<td>0.66 / 1.82</td>
<td>0.67 / 1.79</td>
<td>0.70 / 2.44</td>
<td>0.70 / 2.06</td>
</tr>
<tr>
<td>ColorChecker DC</td>
<td>0.61 / 2.02</td>
<td>0.60 / 1.91</td>
<td>0.61 / 1.88</td>
<td>0.78 / 2.59</td>
<td>0.66 / 2.15</td>
</tr>
<tr>
<td>ColorChecker SG</td>
<td>0.73 / 2.14</td>
<td>0.69 / 2.02</td>
<td>0.68 / 1.99</td>
<td>0.90 / 2.69</td>
<td>0.78 / 2.27</td>
</tr>
<tr>
<td>TE 221</td>
<td>0.54 / 2.87</td>
<td>0.55 / 2.81</td>
<td>0.56 / 2.81</td>
<td>0.61 / 2.87</td>
<td>0.57 / 2.89</td>
</tr>
<tr>
<td>Mean / Max</td>
<td>0.60 / 3.38</td>
<td>0.59 / 3.12</td>
<td>0.60 / 2.96</td>
<td>0.73 / 3.64</td>
<td>0.64 / 3.65</td>
</tr>
</tbody>
</table>

Figure 1: Our acquisition setup with the flash unit containing both flash and halogen light source.
Figure 2: Our multispectral camera and a sketch of its internal configuration.

Figure 3: Timing diagram for a flash light source (a) and a continuous light source (b).
Figure 4: Continuous representation of the effective spectral sensitivity matrix $H$ of our multispectral camera; each column corresponds to one plot.

Figure 5: Processing pipeline.
Figure 6: Normalized spectral power distribution (spd) of the flash for lowest and highest flash intensity (100% and 6.25%); the variance plot of the spectra (bottom of figure) takes five intensity settings into account.
Figure 7: Simultaneous measurement of the flash intensity with an external sensor (transformed to luminance $Y$ of the XYZ color space) and the camera.

Figure 8: Temporal variation of illumination uniformity for our setup; values denote the variance of an 8 bit image stack.
Figure 9: ColorChecker DC acquired with a flash light source and the corresponding $\Delta E_{00}$ errors.

![Figure 9](image)

Figure 10: Histogram of $\Delta E_{00}$ errors depicted in Fig. 9.

![Figure 10](image)
Figure 11: TE 221 test chart acquired with a flash light source and the corresponding $\Delta E_{00}$ errors.

Figure 12: Histogram of $\Delta E_{00}$ errors depicted in Fig. 11.