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Abstract: In this paper we present a particle swarm optimization algorithm to solve the single machine total weighted tardiness problem. A heuristic rule, the Smallest Position Value (SPV) rule, is developed to enable the continuous particle swarm optimization algorithm to be applied to all classes of sequencing problems, which are NP-hard in the literature. A simple but very efficient local search method is embedded in the particle swarm optimization algorithm. The computational results show that the particle swarm algorithm is able to find the optimal and best-known solutions on all instances of widely used benchmarks from the OR library.

I. INTRODUCTION

Particle Swarm Optimization (PSO) is one of the latest population-based optimization methods, which does not use the filtering operation (such as crossover and/or mutation) and the members of the entire population are maintained through the search procedure. In a PSO algorithm, each member is called “particle”, and each particle flies around in the multi-dimensional search space with a velocity, which is constantly updated by the particle’s own experience and the experience of the particle’s neighbors or the experience of the whole swarm. Two variants of the PSO algorithm are developed, namely PSO with a local neighborhood, and PSO with a global neighborhood. According to the global neighborhood, each particle moves towards its best previous position and towards the best particle in the whole swarm, called gbest model. On the other hand, according to the local variant so called lbest, each particle moves towards its best previous position and towards the best particle in its restricted neighborhood [1].

Since PSO was first introduced by Kennedy and Eberhart [2, 3], it has been successfully applied to optimize various continuous nonlinear functions. Although the applications of PSO on combinatorial optimization problems are still limited, PSO has certain advantages such as easy to implement and computationally efficient. Therefore, this paper is the first to employ PSO on solving single machine total weighted tardiness (SMTWT) problem which is a typical combinatorial optimization problem.

McNaughton [4] first presented a scheduling problem that the objective is to minimize total penalty cost. He proved that an optimal solution exists in which no job is split, so that only permutation schedules of the n jobs need to be considered. Therefore, the SMTWT problem can be stated as follows. Each of n jobs ( j = 1,..., n ) is to be processed without preemption on a single machine that can handle no more than one job at a time. The processing and set-up requirements of any job are independent of its position in the sequence. The release time of all jobs is zero. Thus, job j ( j = 1,..., n ) becomes available for processing at time zero, requires an uninterrupted positive processing time p_j , which includes set-up and knock-down times on the machine, has a positive weight w_j , and has a due date d_j by which job j should ideally be finished. For a given processing...
order of all jobs, the completion time $C_j$ and the tardiness $T_j = \max\{0, C_j - d_j\}$ of job $j$ can be computed. Then, the SMTWT problem is to develop a sequence of jobs that minimizes the sum of the weighted tardiness $\sum_{j=1}^{n} w_j T_j$ over all jobs.

The following paper is organized as follows. Section II gives a brief review of SMTWT problem and PSO literatures. In section III, methodology of the PSO algorithm is discussed, and computational results of test problems are shown in section IV. Finally, section V summarizes the concluding remarks.

II. LITERATURE REVIEW

A. Single Machine Total Weighted Tardiness (SMTWT) Problem

The solving techniques of SMTWT can be broadly classified into three main categories: exact solutions methods, dispatching rules, and heuristic approaches. Exact solutions methods consist of dynamic programming [5-9] and branch-and-bound algorithms [9-12]. Both use dominance rules to restrict the search for the optimal solution and cause computational practicality. Rinnooy Kan et al. [11] extend Emmons’ dominance rules [13] to the SMTWT problem. None of the DP algorithms can consistently solve problems with more than 30 jobs within an acceptable computation time. Branch-and-bound approaches, in general, also require very large computation times when the number of jobs is more than 50. Recent state-of-art survey [14] provides an excellent review of static scheduling to minimize weighted and unweighted tardiness.

A variety of dispatching rules have been proposed to solve problems quickly. Potts and van Wassenhove [15] compare weighted shortest processing time (WSPT), earliest due date (EDD), modified cost over time (MCOVERT), and apparent urgency (AU), and find that AU performs best and WSPT is greatly inferior. Alidaee and Ramakrishnan [16] provide computational tests of the COVERT-AU class of dispatching rules for problems of up to 200 jobs. Dispatch rules offer a quick sequencing method, but have poor worst-case performance.

Since there is no dominant method for all problem environments, researchers have paid more attention to heuristic methods, such as simulated annealing (SA) [17, 18], tabu search (TS) [18], GA [18], and ant colony optimization (ACO) [19-21], which offer a compromise between computational expense and solution quality. Crauwels et al. [18] compare several heuristic methods including descent, threshold accepting, TS, SA, and GA. TS is superior to other methods, although the binary encoded GA generates solutions with good quality as well. Congram et al. [22] propose an iterated dynasearch algorithm for the SMTWT problem. The authors develop an approach which allows a series of moves to be performed at each iteration while traditional local search makes a single move only. Problem size up to 100 jobs is tested and this iterated algorithm outperforms the best algorithm, TS, in [18]. ACO by far is the best heuristic methods on solving the SMTWT problem. Den Besten et al. [19] and Liang [21] both apply an ant colony system (ACS) to a set of test problems of size up to 100 jobs from the literature with excellent results. Merkle et al. [20] use the pheromone summation evaluation for the transition probability and a new problem specific heuristic. The authors test their algorithm in both weighted and unweighted problems, and the results are worse than previous two ACO algorithms.

B. Particle Swarm Optimization (PSO)

PSO is one of the latest evolutionary optimization techniques, and it is based on the metaphor of social interaction and communication such as bird flocking and fish schooling. Since it is population-based and evolutionary in nature, the members in a PSO algorithm tend to follow the leader of the group, i.e., the one with the best performance. The details of PSO algorithm will be described in the following section. Although PSO is still new in evolutionary computation field, it has been applied to a wide range of applications such as power and voltage control [23], optimal power flow design [27], and task assignment problem [28]. More literature can be found in references [1] and [25].

III. PSO ALGORITHM FOR SMTWT PROBLEM

Evaluation of each particle in the swarm requires the determination of the permutation of jobs for the PFSP since the total weighted tardiness value is a result of the sequence. In this paper, we propose a heuristic rule called Smallest Position Value (SPV) to enable the continuous PSO algorithm to be applied to all class of sequencing problems, which are NP-hard in the literature. By using the SPV rule,
the permutation can be determined through the position values of the particle so that the fitness value of the particle can then be computed with that permutation. We follow the \textit{gbest} model of Kennedy et al. [1] with the inclusion of SPV rule in the algorithm. Pseudo code of the PSO algorithm for the PFSP is given in Figure 1.

\textbf{Initialize parameters}
\textbf{Initialize population}
\textbf{Find sequence}
\textbf{Evaluate}
\textbf{Do} {  
\textbf{Find the personal best}
\textbf{Find the global best}
\textbf{Update velocity}
\textbf{Update position}
\textbf{Find sequence}
\textbf{Evaluate}
\textbf{Apply local search (optional)}
} \textbf{While} (Termination)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{PSO Algorithm with Local Search for SMTWT Problem.}
\end{figure}

The basic elements of PSO algorithm is summarized as follows:

\textbf{Particle:} \(X_i^k\) denotes the \(i^{th}\) particle in the swarm at iteration \(k\) and is represented by \(n\) number of dimensions as \(X_i^k = \left[ x_{i1}^k, \ldots, x_{in}^k \right] \), where \(x_{ij}^k\) is the position value of the \(j^{th}\) particle with respect to the \(j^{th}\) dimension \((j=1,\ldots,n)\).

\textbf{Population:} \(pop^k\) is the set of \(m\) particles in the swarm at iteration \(k\), i.e., \(pop^k = \left[ X_1^k, \ldots, X_m^k \right] \).

\textbf{Sequence:} We introduce a new variable \(S_{ij}^k\), which is a sequence of jobs implied by the particle \(X_i^k\). It can be described as \(S_{ij}^k = \left[ s_{ij1}^k, \ldots, s_{ijn}^k \right] \), where \(s_{ij}^k\) is the assignment of job \(j\) of the particle \(i\) in the processing order at iteration \(k\) with respect to the \(j^{th}\) dimension.

\textbf{Particle velocity:} \(V_i^k\) is the velocity of particle \(i\) at iteration \(k\). It can be defined as \(V_i^k = \left[ v_{ij1}^k, \ldots, v_{ijn}^k \right] \), where \(v_{ij}^k\) is the velocity of particle \(i\) at iteration \(k\) with respect to the \(j^{th}\) dimension.

\textbf{Inertia weight:} \(w^k\) is a parameter to control the impact of the previous velocities on the current velocity.

\textbf{Personal best:} \(PB_i^k\) represents the best position of the particle \(i\) with the best fitness until iteration \(k\). So, the best position associated with the best fitness value of the particle \(i\) obtained so far is called the \textit{personal best}. For each particle in the swarm, \(PB_i^k\) can be determined and updated at each iteration \(k\). In a minimization problem with the objective function \(f(S_i^k)\) where \(S_i^k\) is the corresponding sequence of particle \(X_i^k\), the personal best \(PB_i^k\) of the \(i^{th}\) particle is obtained such that
\[ f(S_i^k) \leq f(S_{i}^{k-1}) \]
where \(S_i^k\) is the corresponding sequence of personal best \(PB_i^k\) and \(S_i^{k-1}\) is the corresponding sequence of personal best \(PB_i^{k-1}\). To simplify, we denote the fitness function of the personal best as \(f_{\text{pb}} = f(S_i^k)\). For each particle, the personal best is defined as \(PB_i^k = [pb_{i1}^k, \ldots, pb_{im}^k]\) where \(pb_{ij}^k\) is the position value of the \(i^{th}\) personal best with respect to the \(j^{th}\) dimension.

\textbf{Global best:} \(GB^k\) denotes the best position of the globally best particle achieved so far in the whole swarm. For this reason, the global best can be obtained such that
\[ f(S_i^k) \leq f(S_i^k) \] for \(i=1,2,\ldots,m\) where \(S_i^k\) is the corresponding sequence of global best \(GB_i^k\) and \(S_i^k\) is the corresponding sequence of particle best \(PB_i^k\). To simplify, we denote the fitness function of the global best as \(f_{\text{gb}} = f(S_i^k)\). The global best is then defined as \(GB^k = [gb_{1}^k, \ldots, gb_{m}^k]\) where \(gb_{ij}^k\) is the position value of the global best with respect to the \(j^{th}\) dimension.

\textbf{Termination criterion:} It is a condition that the search process will be terminated. It might be a maximum number of iteration or maximum CPU time to terminate the search.

\textbf{A. Solution Representation}

One of the most important issue when designing the PSO algorithm lies on its solution representation. In order to construct a direct relationship between the problem domain and the PSO particles for the SMTWT problem, we present \(n\) number of dimensions for \(n\) number of jobs \((j=1,\ldots,n)\). In other words, each dimension represents a typical job. In addition, the particle \(X_i^k = [x_{i1}^k, \ldots, x_{in}^k]\) corresponds to the position values for \(n\) number of jobs in the SMTWT problem. Each particle has a continuous set of position values. The particle itself
does not present a sequence. Instead we use the SPV rule to determine the processing sequence implied by the position values \( x^k_{ij} \) of particle \( X^k_i \). Table 1 illustrates the solution representation of particle \( X^k_i \) for the PSO algorithm with its velocity and corresponding sequence. According to the proposed SPV rule, the smallest position value is \( x^k_{i5} = -1.20 \), so the dimension \( j=5 \) is assigned to be the first job \( s^k_{i5} = 5 \) in the processing sequence \( S^k_i \); the second smallest position value is \( x^k_{i2} = -0.99 \), so the dimension \( j=2 \) is assigned to be the second job \( s^k_{i2} = 2 \) in the processing sequence \( S^k_i \), and so on. In other words, dimensions are sorted according to the SPV rule, i.e., to \( x^k_{ij} \) values to construct the sequence \( S^k_i \). This representation is unique in terms of finding new solutions since positions of each particle are updated at each iteration \( k \) in the PSO algorithm, thus resulting in different sequences at each iteration \( k \).

Table 1. Solution Representation of a Particle.

<table>
<thead>
<tr>
<th>( j )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x^k_{ij} )</td>
<td>1.80</td>
<td>-0.99</td>
<td>3.01</td>
<td>-0.72</td>
<td>-1.20</td>
<td>2.15</td>
</tr>
<tr>
<td>( v^k_{ij} )</td>
<td>3.89</td>
<td>2.94</td>
<td>3.08</td>
<td>-0.87</td>
<td>-0.20</td>
<td>3.16</td>
</tr>
<tr>
<td>( s^k_{ij} )</td>
<td>5</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>6</td>
<td>3</td>
</tr>
</tbody>
</table>

B. Initial Population

A population of particles is constructed randomly for the PSO algorithm of the SMTWT problem. The continuous values of positions are established randomly. The following formula is used to construct the initial continuous position values of the particle: \( x^0_{ij} = x_{\text{min}} + (x_{\text{max}} - x_{\text{min}}) * U(0,1) \) where \( x_{\text{min}} = 0.0, x_{\text{max}} = 4.0, \) and \( U(0,1) \) is a uniform random number between 0 and 1. Initial continuous velocities are generated by similar formula as follows:

\[
v^0_{ij} = v_{\text{min}} + (v_{\text{max}} - v_{\text{min}}) * U(0,1)
\]

where \( v_{\text{min}} = -4.0, v_{\text{max}} = 4.0, \) and \( U(0,1) \) is a uniform random number between 0 and 1. Continuous velocity values are restricted to some range, namely \( v^0_{ij} = [v_{\text{min}}, v_{\text{max}}] = [-4.0, 4.0] \) where \( v_{\text{min}} = -v_{\text{max}} \).

As the formulation of the SMTWT problem suggests that the objective is to minimize the total weighted tardiness, the fitness function value is the total weighted tardiness for the particle \( i \) of the population or swarm. That is,

\[
f_i^k(S^k_i) = \sum_{j=i} w_j T^k_{ij}
\]

Where \( S^k_i \) is the corresponding sequence of particle \( X^k_i \). For simplicity, \( f_i^k(S^k_i) \) will be denoted as \( f_i^k \). The complete computational flow of the PSO algorithm for the SMTWT problem can be summarized as follows:

**Step 1**: Initialization
- Set \( k=0, m=\text{twice the number of dimensions} \).
- Generate \( m \) particles randomly as explained before, \( \{X^0_i, i=1,\ldots,m\} \) where \( X^0_i = [x^0_{i1},\ldots,x^0_{in}] \).
- Generate initial velocities of particles randomly \( \{V^0_i, i=1,\ldots,m\} \) where \( V^0_i = [v^0_{i1},\ldots,v^0_{in}] \).
- Apply the SPV rule to find the sequence \( S^0_i = [s^0_{i1},\ldots,s^0_{in}] \) of particle \( X^0_i \) for \( i=1,\ldots,m \).
- Evaluate each particle \( i \) in the swarm using the objective function \( f_i^0 \) for \( i=1,\ldots,m \).
- For each particle \( i \) in the swarm, set \( PB^0_i = X^0_i \), where \( PB^0_i = [pb^0_{i1},\ldots,pb^0_{in}] \) such that with its best fitness value, \( f_i^{pb} = f_i^0 \) for \( i=1,\ldots,m \).
- Find the best fitness value \( f_i^0 = \min\{f_i^0\} \) for \( i=1,\ldots,m \) with its corresponding position \( X^0_i \).
- Set global best to \( GB^0 = X^0_i \) where \( GB^0 = [gb^0_{1},\ldots,gb^0_{n}] = x^0_{1,n} \) with its fitness value \( f_i^{gb} = f_i^0 \).

**Step 2**: Update iteration counter
- \( k = k + 1 \)

**Step 3**: Update inertia weight
- \( w^k = w^{k-1} * \alpha \) where \( \alpha \) is decrement factor.

**Step 4**: Update velocity
- \( v^k_{ij} = w^{k-1} v^{k-1}_{ij} + c_1 r_1 (pb^k_{ij} - x^k_{ij}) + c_2 r_2 (gb^k_{ij} - x^k_{ij}) \)

**Step 5**: Update position
- \( x^k_{ij} = x^{k-1}_{ij} + v^k_{ij} \)

**Step 6**: Find Sequence
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Apply the SPV rule to find the sequence $S^k_i = [s^k_{i1}, ..., s^k_{im}]$ for $i = 1, ..., m$.

Step 7: Update personal best
- Each particle is evaluated by using its sequence to see if personal best will improve. That is, if $f^k_i < f^i_p$ for $i = 1, ..., m$, then personal best is updated as $PB^k_i = X^k_i$ and $f^p_i = f^k_i$ for $i = 1, ..., m$.

Step 8: Update global best
- Find the minimum value of personal best. $f^k_i = \min \{f^i_p\}$ for $i = 1, ..., m, l \in \{i; i = 1, ..., m\}$
- If $f^k_i < f^p_l$, then the global best is updated as $GB^k_i = X^k_i$ and $f^p_i = f^k_i$.

Step 9: Stopping criterion
- If the number of iteration exceeds the maximum number of iteration, or maximum CPU time, then stop, otherwise go to step 2.

C. Local Search for SMTWT Problem

In the proposed PSO algorithm, local search is applied to the sequence directly. However, it violates the SPV first rule and needs a repair algorithm. This approach is illustrated in Table 2 and 3, where job $s^k_{i2} = 2$ and job $s^k_{i4} = 1$ are interchanged.

![Table 2. Local Search Applied to Sequence Before Repairing](image)

As seen in Table 2, applying a local search to the sequence violates the SPV rule because the sequence itself is a result of the particle’s position values. Once a local search is completed, particle should be repaired so that the SPV is not violated. This is achieved by changing the position values according to the SPV rule as shown in Table 3.

![Table 3. Local Search Applied to Sequence after Repairing](image)

In other words, interchange the position values of the exchanged jobs in terms of their dimensions. Since jobs $s^k_{i2} = 2$ and $s^k_{i4} = 1$ are interchanged, their associated position values $x^k_{i2} = -0.99$ and $x^k_{i4} = 1.80$ are interchanged for dimensions $j=2$ and $j=1$ to keep the particle consistent with the SPV rule. The advantage of this method is due to the fact that the repair algorithm is only needed after evaluating all the neighbors in a sequence. Second approach is employed in this work.

The performance of the local search algorithm depends on the choice of the neighborhood structure. For the SMWTP, following two neighborhood structures are employed as in [19, 24]:
- Interchange two jobs between $u^h$ and $v^h$ dimensions, $u \neq v$ (Interchange)
- Remove the job at the $u^h$ dimension and insert it in the $v^h$ dimension $u \neq v$ (Insert)

Local search in this work is based on the insert-interchange variant of the variable neighborhood search (VNS) method presented in [26]. Pseudo code of the local search is given in Figure 2 where $u$ and $v$ are the integer random numbers between 1 and $n$. $\pi = \text{insert}(\pi_0, u, v)$ means removing the job from $u^h$ dimension in the sequence $\pi_0$ and inserting it in the $v^h$ dimension in the sequence $\pi_0$, thus resulting in a sequence $\pi$. The probability of the local search, $p_l$, is taken as 10 percent. In other words, the local search is applied to the sequence $S^k$ of global best solution $GB^k$ at each iteration $p_l$ times population size.

$$\text{outloop}=0;$$
$$\text{do} \{ \pi_0 = S^k, \text{sequence of global best } GB^k; \}$$
$$\text{do} \{ u=rnd(1,n); v=rnd(1,n); \}$$
$$\pi = \text{insert}(\pi_0, u, v)$$
$$\text{do} \{ \text{inloop}=0; \}$$
$$\text{do} \{ \text{kcoun}=0; \text{max_method}=2; \}$$
$$\text{else} \{ \text{kcoun}++; \}$$
while (kcount<max_method)
    inloop++;
while (inloop<n*(n-1))
    outloop++;
if (f(π)<=f(kS)) then 
    { S[k] = π;
        repair(GB^k);
}
while (outloop<p_u * popsize);

Figure 2. Pseudo Code of Local Search for SMTWT Problem.

IV. EXPERIMENTAL RESULTS

The proposed PSO algorithm presented for the SMTWT problem is coded in C and run on an Intel Pentium IV 2.6GHz PC with 256MB memory. The performance of the pure PSO, denoted as \(PSO_{spv}\), is first presented and then PSO with the local search, denoted as \(PSO_{sas}\), is compared with the best reported results in the literature [19, 24]. We used the following parameters for the PSO. The size of the population is taken as the twice the number of dimensions. Social and cognitive parameters, and uniform random numbers are taken as \(c_1 = 2\) and \(r_1 = r_2 = 0.5\) respectively. Initial inertia weight is set to \(w^0 = 0.9\) and never decreased below 0.40. Finally, the decrement factor \(\alpha\) is taken as 0.975.

We evaluated the performance of the proposed PSO algorithm using the benchmark set of randomly generated instances, available on the ORLIB (http://mscma.ms.ic.ac.uk/jeb/orlib/wninfo.html). There exist three sets of problems with 40, 50 and 100 jobs, each containing 125 instances. The optimal solutions for the 40 and 50 job instances are known. However, the 100 job instances are not solved to optimality so far and best-known solutions are available.

The best reported results so far in the literature are the Ant Colony Optimization (\(ACO_{vnd}\)) [19] and Iterative Local Search (\(ILS_{vnd}\)) [24] which they conjecture to be optimal, in each single replication. Both algorithms found the best-known solutions in reasonable CPU times.

The results are given in Table 4 where \(\Delta_{avg}\) denotes the average relative percent deviation from the optimal or best-known solutions, \(\Delta_{max}\) denotes the maximum relative percent deviation from the optimal or best-known solutions, \(n_{opt}\) denotes the number of optimal or best-known solutions found, and \(t_{avg}\), \(t_{min}\) and \(t_{max}\) denotes the average, minimum and maximum CPU times respectively, finally \(\sigma\) denotes the standard deviation of the CPU times. \(\Delta_{avg}\) is computed as follows:

\[
\Delta_{avg} = \frac{\sum_{i=1}^{R} \left( \frac{\text{heuristic}_i - \text{bestknown}_i}{\text{bestknown}_i} \right)}{R}
\]

where \(R\) is the total number of replications, i.e., \(R\) is equal to the number of replications for each instance times the total number of instances. \(\Delta_{max}\) is the maximum relative percent deviation of \(R\) runs.

Table 4. Impact of SPV Rule

<table>
<thead>
<tr>
<th># of Job</th>
<th>(t_{avg})</th>
<th>(\Delta_{max})</th>
<th>(n_{opt})</th>
<th>(t_{avg})</th>
<th>(t_{min})</th>
<th>(t_{max})</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>0.02</td>
<td>5.68</td>
<td>120</td>
<td>2.84</td>
<td>2.28</td>
<td>5.0</td>
</tr>
<tr>
<td>50</td>
<td>0.02</td>
<td>1.28</td>
<td>110</td>
<td>6.87</td>
<td>4.31</td>
<td>10.0</td>
</tr>
<tr>
<td>100</td>
<td>0.04</td>
<td>12.73</td>
<td>51</td>
<td>77.97</td>
<td>39.48</td>
<td>100</td>
</tr>
</tbody>
</table>

According to the results, \(PSO_{spv}\) is able to find 120 optimal solutions out of 125 instances for 40 job problems, 110 optimal solutions out of 125 instances for 50 job problems and 51 best-known solutions out of 125 instances for the difficult 100 job problems. In terms of the average percentage deviation \(\Delta_{avg}\), the \(PSO_{spv}\) is able to find the solutions with a 2% deviation from the optimal solutions for the 40 and the 50 job problems, and 4% deviation from the best known solutions for the 100-job problems.
In the second case, we used the iterated \textit{insert+interchange} VNS as a local search in the PSO algorithm. The iterated \textit{insert+interchange} VNS is applied to the sequence of global best solution at each iteration in a way that the sequence of global best solution is first modified with insert operator and then VNS local search is applied, and this process is repeated 10 percent times population size. Again, the maximum CPU times are set to 5 seconds for 40 job problems, 10 seconds for 50 job problems and 100 seconds for 100 job problems and 25 replications are made for each instance to collect the statistics.

In Table 5, the statistics regarding the performance of \textit{PSO$_{vns}$}, \textit{ACO$_{vnd}$} and \textit{ILS$_{vnd}$} algorithms are presented for comparison purposes. In terms of $n_{opt}$, three algorithms are able to find the optimal or best-known solution for all the problem instances. In terms of the overall average of 40, 50 and 100 jobs for $t_{avg}$, \textit{PSO$_{vns}$} is computationally less expensive than both approaches, for $\sigma_{t}$, \textit{PSO$_{vns}$} is more robust than \textit{ILS$_{vnd}$} but is inferior to \textit{ACO$_{vnd}$}, for $t_{min}$, \textit{PSO$_{vns}$} is not able to find the solutions quickly especially for 100 job problems, for $t_{max}$, \textit{ACO$_{vnd}$} is computationally less expensive to find the best known solutions for the hardest instances whereas both \textit{PSO$_{vns}$} and \textit{ILS$_{vnd}$} responded to the hardest instances almost equally in terms of computational time. Since different machines are used in three different approaches, the comparisons based on the CPU times might not seem to be meaningful. However, three approaches are able to find the optimal and best known solutions for all the problem instances in reasonable CPU times. In summary, one can conclude that the \textit{PSO$_{vns}$} is as good as the ant colony and iterated local search algorithms.

An analysis of Tables 4 and 5 shows that employing the VNS in the PSO algorithm improved the performance of the solution quality especially for the 100 job difficult instances significantly.

V. CONCLUSIONS

To the best of our knowledge, this is the first reported application of the particle swarm optimization algorithm to the single machine total weighted tardiness problem in the literature. We present the SPV rule to make the continuous PSO algorithms to be able to be applied to all class of sequencing and scheduling problems. The main disadvantage of the PSO algorithms is the quick convergence. Making the PSO converge slowly can improve the performance of the SPV rule employed to solve the sequencing problems. PSO research is still at the pioneering stage and lots of researches are required to investigate the impact of employing some operators such as fitness scaling, mutation, immigration, constriction factor, craziness operator and so on the solution quality.

<table>
<thead>
<tr>
<th>Job</th>
<th>$n_{opt}$</th>
<th>$t_{avg}$</th>
<th>$\sigma_{t}$</th>
<th>$t_{min}$</th>
<th>$t_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>125</td>
<td>0.088</td>
<td>0.021</td>
<td>0.0040</td>
<td>1.72</td>
</tr>
<tr>
<td>50</td>
<td>125</td>
<td>0.320</td>
<td>0.869</td>
<td>0.0060</td>
<td>10.74</td>
</tr>
<tr>
<td>100</td>
<td>125</td>
<td>6.990</td>
<td>7.019</td>
<td>0.0180</td>
<td>86.26</td>
</tr>
</tbody>
</table>

Overall Average 125 2.466 2.636 0.0093 32.91

<table>
<thead>
<tr>
<th>Job</th>
<th>$n_{opt}$</th>
<th>$t_{avg}$</th>
<th>$\sigma_{t}$</th>
<th>$t_{min}$</th>
<th>$t_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>125</td>
<td>0.040</td>
<td>0.130</td>
<td>0.0110</td>
<td>1.23</td>
</tr>
<tr>
<td>50</td>
<td>125</td>
<td>0.200</td>
<td>0.860</td>
<td>0.0017</td>
<td>8.71</td>
</tr>
<tr>
<td>100</td>
<td>125</td>
<td>5.750</td>
<td>14.500</td>
<td>0.0076</td>
<td>105.56</td>
</tr>
</tbody>
</table>

Overall Average 125 1.997 5.163 0.0068 38.50

<table>
<thead>
<tr>
<th>Job</th>
<th>$n_{opt}$</th>
<th>$t_{avg}$</th>
<th>$\sigma_{t}$</th>
<th>$t_{min}$</th>
<th>$t_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>125</td>
<td>0.088</td>
<td>0.162</td>
<td>0.0000</td>
<td>5.00</td>
</tr>
<tr>
<td>50</td>
<td>125</td>
<td>0.264</td>
<td>0.680</td>
<td>0.0930</td>
<td>10.00</td>
</tr>
<tr>
<td>100</td>
<td>125</td>
<td>4.237</td>
<td>10.018</td>
<td>1.202</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Overall Average 125 1.530 3.620 0.432 38.33

In summary, the results presented in this work is very encouraging and promising for the application of the PSO with SPV rule to the single machine total weighted tardiness problem, hence to the other scheduling problems. The main contribution of this paper is to provide a way to apply the continuous PSO algorithms to the discrete combinatorial optimization problems.

For the future work, we will extend this work to the larger instances to evaluate the impact of the SPV rule together with the VNS local search. No speed-up techniques and problem specific information are used in the PSO presented in this paper. Inclusion of speed up techniques described in [22] and problem specific information in the initial population may help the PSO to tackle the larger instances.
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