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Abstract—In this paper, a novel multiple sub-models maintenance technique, named maintaining and processing sub-models (MAPS), is proposed. MAPS aims to enhance the ability of estimation of distribution algorithms (EDAs) on multimodal problems. The advantages of MAPS over the existing multiple sub-models based EDAs stem from the explicit detection of the promising areas, which can save many function evaluations for exploration and thus accelerate the optimization speed. MAPS can be combined with any EDA that adopts a single Gaussian model. The performance of MAPS has been assessed through empirical studies where MAPS is integrated with three different types of EDAs. The experimental results show that MAPS can lead to much faster convergence speed and obtain more stable solutions than the compared algorithms on 12 benchmark problems.
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I. INTRODUCTION

Estimation of distribution algorithms (EDAs) [1], [2] are a new branch of evolutionary algorithms (EAs). An EDA generates new individuals by sampling from a joint probability distribution estimated from the promising individuals of previous generations. Through the joint probability distribution, the structure of a problem can be captured explicitly, which can be employed to guide the optimization. During the past few decades, EDAs have achieved great success in both combinatorial [1], [3]–[6] and continuous domains [7]–[13]. In this paper, EDAs for continuous domain are studied.

The most commonly used EDAs for continuous optimization problems are probably those adopting a single Gaussian joint probability distribution, e.g., univariate marginal distribution algorithm (UMDA) [1], estimation of multivariate normal algorithm (EMNA) [1], and eigenspace estimation of distribution algorithm (EEDA) [2], [14]. This type of EDAs have shown competitive performance on relatively simple problems and involve relatively low computational cost. However, they may perform poorly on multimodal problems [15], [16], since the structure of a multimodal problem cannot be well represented by a single Gaussian model [15].

In other words, multimodal problems naturally call for more complicated models that involve several sub-models, each of which evolves a group of individuals. A typical method along this direction is the Gaussian mixture model (GMM) [17], which integrates several single Gaussian models. In [18], the GMM has been adopted into EDAs and its advantages on multimodal problems have been shown. However, since GMM is estimated explicitly by expectation maximization (EM) algorithm [19], the computational cost is usually high. Some researchers thus suggested quite a few alternative (and computationally more efficient) approaches, e.g., clustering techniques [15], [20], [21], niching methods [16], and parallel island models [22], [23] to manage multiple Gaussian models. Among them, clustering-based EDAs apply clustering techniques to divide a population into several clusters, and form a sub-model for each cluster. Niching-based EDAs maintain the diversity among sub-models by keeping only one best sub-model alive in one area, island model based EDAs evolve sub-models separately, and sub-models communicate with each other periodically via migration.

Although the above-mentioned approaches can address multimodal problems to some extent, they still suffer from a few difficulties. For the niching based and island model based EDAs, the sub-models are initialized randomly, which may be far from (either global or local) optima. Thus, it may take a long time for the sub-models to move toward real promising areas. Clustering-based EDAs build sub-models based on the clusters of individuals produced by the clustering techniques. Although those corresponding areas usually have better fitness, it is unclear whether all the individuals in a single cluster lie close to the same local or global optimum. If it is not the case, one sub-model will be required to handle another multimodal problem, and hence the potential advantages of using multiple sub-models will not take effect.

Recall that multiple sub-models need to be employed in an EDA because a single model may not represent multimodal problems sufficiently well. Hence, intuitively speaking, it is expected that each sub-model will “cover” one optimum or sub-optimum. In addition, an optimum should be covered by
no more than one sub-model to avoid the waste of searching effort in the same area. From these perspectives, the sub-models can be more effectively maintained if the area of attractions for each optimum can be identified explicitly. Inspired by this consideration, a novel multiple sub-models maintenance technique, named maintaining and processing sub-models (MAPS), is proposed in this paper. MAPS consists of two phases, i.e., maintaining and processing. The maintaining phase detects the promising areas based on the relation between the distributions of individuals and the local optima. As the truncation selection always maintains individuals with better fitness, if the fitness landscape of an area changes acutely, the quantities of selected individuals in this area will also vary sharply. Furthermore, the fitness landscape of an area will not change significantly if no local optimum lies in the area. Thus, the quantities of individuals provide useful information for detecting promising areas that contain local optima. That is, if the quantities of individuals in an area change significantly, the area is more likely to contain a local optimum. Unfortunately, it is nontrivial to precisely acquire the quantities of individuals anywhere in a multidimensional space. Hence, a less precise but much simpler method is proposed here. Briefly speaking, the proposed method constructs histograms of individuals with respect to multiple 1-D sub-spaces of the original search space. Then, individuals that are close to the same promising area are identified by examining the 1-D sub-spaces sequentially. After that, these individuals will be used to establish sub-models. After the maintaining phase, the sub-models will be processed by some specifically designed operators in the processing phase to enhance the ability of MAPS. Within the EDA framework, the sub-models are evolved separately by a single Gaussian model based EDA.

Empirical studies on 12 widely used benchmark problems have shown that EDAs with MAPS outperform the compared algorithms in terms of both efficiency and solution quality.

The rest of this paper is organized as follows. In Section II, some related work is introduced. In Section III, the MAPS is presented in detail. Experimental results and analyses are given in Section IV. Section V provides the conclusion of this paper.

II. RELATED WORK

To solve multimodal problems, multiple sub-models based EDAs are preferred. In the literature, different sub-models maintenance techniques are adopted, e.g., clustering techniques, niching methods and parallel island models. In this section, a review of those work is presented.

A. Clustering Techniques

Clustering techniques have been commonly used to divide the population of an EA into sub-populations. For example, clustering and estimation of gaussian distribution algorithm (CEGDA) [15] applies the adaptive rival penalized competitive learning (aRPCL), which is an extended version of RPCL [24], [25], to divide the selected population into several clustered sub-populations. RPCL has the ability to automatically detect the number of promising local regions during clustering process without predefining the number of clusters. Additionally, aRPCL can update the covariance matrices during the clustering process. In each generation of CEGDA, aRPCL firstly randomly initializes two positions in the solution space as the center of two clusters. Then, by comparing the Mahalanobis distance between each cluster and each individual, not only is the winner cluster attracted to the individual but also the second winner (rival) is pushed away. This mechanism produces an implicit force to make sure each individual is only assigned to one cluster. After the clustering procedure, CEGDA constructs single Gaussian models, e.g., estimation of gaussian distribution algorithm [26], based on each cluster.

There are some other clustering techniques [21], [27], [28] that are used to maintain multipopulations. Bosman and Thierens [21] adopt randomized leader algorithm and k-means clustering method so as to factorize the nonlinear dependency in the sample set into a linear one. In this way, iterated density estimation algorithms can be very efficient for solving each sub-population. In [27], a fitness-aided ordering scheme is devised for deciding the input sequence of individuals for clustering and it can effectively categorize the individuals by using the (available) information about fitness landscape. Chen and Hu [28] utilize affinity propagation (AP) clustering analysis to adaptively partition the niches and mine searching information from the evolution process.

B. Niching Methods

In addition to clustering, niching techniques, which are commonly employed when seeking multiple optima with EAs, there are also off-the-shelf approaches to enhance EDAs performance on multimodal problems.

NichingEDA [16] generates sub-populations randomly and adopts a niching method called clear procedure [29] to maintain sub-populations within the solution space, so that promising local regions can probably attract one of them. Clear procedure [29] is based on the concept of limited resources of the environment, i.e., in a local area, only the best several sub-populations can survive after competition. Thus, at each generation, each sub-population firstly self-evolves for a fixed number of generations and the clear procedure will be utilized to keep each local area occupied by a predefined number of sub-populations. While some sub-populations have been discarded, new sub-populations will be generated by applying crossover and mutation operators to representative sub-populations, which means each sub-population will be regarded as an individual in classical EAs.

C. Island Model

Distributed or parallel EAs are typical EAs that maintain multipopulations in the evolutionary process. Hence, typical techniques in this context, such as the island model, have also been introduced into EDAs. The concept of island has been adopted in genetic algorithms (GAs) [30] and has been a branch of parallel genetic algorithms (PGAs) [31]. Similar to niching methods, the Island model also works for maintaining sub-populations during evolution. However, the Island model neither discards sub-populations nor generates new
ones. It maintains sub-populations by independently and occasionally exchanging information through a predefined and fixed topological structure (e.g., star or ring) [22], [32]. This information exchange (called migration) is the key of island-based GAs. An example for the progress along this direction is the IslandEDA [22].

IslandEDA can be viewed as a counterpart of island GA [30] in the EDA domain. IslandEDA firstly initializes several sub-populations randomly, which is the same as CEGDA and NichingEDA, and then utilizes the migrating operators above to drive sub-populations (islands) to explore the solution space. Instead of migrating individuals from one sub-population to another, IslandEDA transfers model parameters among local models. This replacement has three advantages [32].

1) A probabilistic model maintains more information than a subset of individuals because it always represents and resumes a larger number of them. Besides, it may contain additional information about relationships among variables.

2) The information carried by model parameters is more compact and explicitly represented, and hence is easier to be analyzed.

3) The migration of models is much more flexible than migration of individuals especially when there are fewer migrating individuals.

In addition to IslandEDA, other variants of island-based EDAs that migrate individuals rather than model parameters, have also been investigated [23]. As discussed above, IslandEDA is more efficient than other island-based EDA, especially when there are fewer migrating individuals.

III. MAPS ALGORITHM

As introduced in Section I, although a few approaches have successfully improved the performance of EDAs on multimodal problems, they still suffer from some drawbacks. In fact, the difficulties of those approaches are mainly because they neither do not explicitly detect different promising areas in the search space, nor guarantee that each sub-model will only spend its search effort on one promising area at a time. In order to overcome these drawbacks, we propose a novel multiple sub-models maintenance technique in this paper, named MAPS. MAPS consists of two phases, i.e., maintaining and processing. In this section, these two phases are described in detail.

A. Maintaining Phase

The maintaining phase detects the promising areas with the help of the relation between the distributions of individuals and local optima. As the truncation selection preserves more individuals in the areas with better fitness, the quantities of individuals vary in the areas with different fitness. In this case, if the fitness landscape of an area changes acutely, the quantities of individuals in them will vary sharply. Notice that the fitness landscape of the areas will not significantly change unless it contains local optima. Thus, the quantities of individuals provide useful information for detecting promising areas that consist of local optima. In other words, if the quantities change significantly in an area, the area is more likely to contain a local optimum. Unfortunately, it is nontrivial to precisely acquire the quantities of individuals anywhere in a multidimensional space. Hence, MAPS adopts a less precise but much simpler method. Briefly speaking, it constructs histograms of individuals with respect to multiple 1-D sub-spaces of the original search space. Then, individuals that are close to the same promising area are identified by examining the 1-D sub-spaces sequentially.

To construct the histogram in a 1-D sub-space, all the individuals are first projected onto this sub-space. The projected individuals, denoted as \( proPop \), are only used to construct the histogram on this 1-D sub-space. The interval between the leftmost and rightmost projected individuals is equally divided into several bins. For each bin, the number of individuals falling into it is counted. The width of a bin is set to be \( (maxloc - minloc)/\lceil\frac{\text{population}}{5}\rceil \), where \( maxloc \) and \( minloc \) are the locations of the rightmost and leftmost individuals, and \( \text{population} \) denotes the size of the selected population.

It can be seen that the width of bins changes with different populations, which makes sense because smaller populations need narrower bins than the larger populations. The major steps in constructing a histogram in 1-D sub-space can be as follows.

\[
\text{MAKEHISTOGRAM}(\text{population}, V, \text{dim})
\]

1. \( proPop = \text{population} \cdot V[\text{dim}]; \)
2. \( maxloc = \text{Max}(proPop); \)
3. \( minloc = \text{Min}(proPop); \)
4. \( width = (maxloc - minloc)/\lceil\frac{\text{population}}{5}\rceil; \)
5. \( \text{for } i = 1 \text{ to } proPop \)
6. \( \text{order} = \lfloor (proPop[i] - minloc)/width \rfloor; \)
7. \( \text{freq}[\text{order}]++; \)
8. \( \text{Return } freq; \)

where max and min means the maximal and minimal value of variable \( proPop \), the \( freq \) is an array where \( freq[i] \) represents the number of individuals falling into the \( i \)th bin, \( V \) is a vector that denotes the direction of each 1-D sub-space, \( \text{dim} \) indicates the order of 1-D sub-spaces that is currently observed. The choice of \( V \) and \( \text{dim} \) is introduced later in this subsection.

As the histogram is constructed, the change of \( freq \) of bins can be observed to detect the promising areas. In fact, this change is to highlight the different \( freq \) among the 1-D histogram. And these differences can be simply defined as the ratio of height between the \( freq \) of two consecutive bins. The larger the ratio is, the more acute the change will be. If any ratio is larger than \( e \) (the Euler’s number), the area covered by the corresponding bins is assumed to contain local optima. To calculate the ratio, these corresponding bins should first be marked. In turn, the ratio is used to judge whether the area covered by these bins contains local optima or not. For this purpose, intuitively, we first observe the 1-D histogram from the leftmost side to the rightmost side to locate the relatively higher bins, then those desired sets of bins can be confirmed around the higher bins.

In terms of detail, when the observation begins, one would keep updating the flag large as the bin with currently largest frequency. The observation goes on for one bin after another, until the current bin is \( e \) times lower than large. Then the location of large as “higher bin” is recorded since it implies that the area there changes acutely. After that, the flag large is reset.
as the first following bin that is higher than its previous one, i.e., it is expected to start at a rather low place for successive observations. The major steps in finding the “higher bin” are as follows.

FINDHIGHERBIN(freq)
resetFlag ≠ false;
l := 1;
num := 0;
1) for i := 1 to |bin|
2) if freq[i] > freq[large]
3) large := i;
4) if e · freq[i] < freq[large]
5) num + := 
6) higherBin[num] := large;
7) resetFlag := true;
8) if resetFlag = true & freq[i] > freq[i-1]
9) large := i;
10) resetFlag := false;
11) Return higherBin;

Here higherBin is an array that records the bin of each located “higher bin,” freq is the output of MAKEHISTOGRAM and resetFlag is a boolean variable that is used to help reset the large.

As the “higher bins” are found, their corresponding sets of bins can easily be confirmed around them. For each “higher bin,” count from itself to both sides one by one to locate the left and right frontiers of this set of bins. If any bin at left (right) hand is e times lower than the “higher bin,” it is regarded as the left (right) frontier of this set of bins. The individuals, without being projected, between both frontiers are regarded as a sub-population that covers the promising area on this 1-D sub-space. The major steps in confirming the sets of bins on an 1-D sub-space are as follows.

CONFIRM BINS(higherBin, freq)
1) for i := 1 to |higherBin|
2) for j := higherBin[i] to 1
3) if e · freq[j] < freq[higherBin[i]]
4) leftFrontier := j;
5) for j := higherBin[i] to length[bin]
6) if e · freq[j] < freq[higherBin[i]]
7) rightFrontier := j;
8) Form subPop[i] with individuals in the bins between leftFrontier and rightFrontier;
9) Return subPop;

Here the subPop is an array and subPop[i] stands for the sub-population around higherBin[i]. higherBin is the output of FINDHIGHERBIN.

In the view of multidimensional space, the given selected population will be iteratively observed in all 1-D sub-spaces. That is, only the sub-populations produced in the previous sub-space will be observed in the next sub-space. Otherwise, they will be ignored. Intuitively, the observation process is like a filtering process where the individuals belonging to no sub-populations are left out and only the individuals on the promising areas remain. Thus, as the iterative observation goes on, the quantity of the remained individuals gradually decreases, and the ones that ultimately remain are all on promising areas.

Supposing the multidimensional space has been represented by M 1-D sub-spaces, the major steps of iterative observation in each 1-D sub-space are described as follows.

ITER OBSERVE(subPop, V, dim)
1) freq := MAKEHISTOGRAM(subPop, V, dim);
2) higherBin := FINDHIGHERBIN(freq, dim);
3) subPop := MARKBINS(higherBin, freq, dim);
4) if dim < M
5) for each subPop
6) finSubPop := ITER OBSERVE(subPop, V, dim + 1);
7) Return finSubPop;

Notice that, in order to distinguish the individuals in each sub-population, these sub-populations will be observed separately in successive 1-D sub-space. That is, each sub-population produced in the current sub-space is the input of the next iterative observation.

Before constructing the 1-D histograms, these being observed sub-spaces should be chosen. In the most straightforward way, these sub-spaces can be the axes of the search space, i.e., the Cartesian coordinates. However, when the problems are rotated or not parallel to the axis, the observation process may be ineffective since the distribution of individuals on those sub-spaces may be correlated somehow. To solve this problem, the sub-spaces should be along the eigenvectors of the covariance matrix of the distribution. For the purpose of calculating the eigenvectors, principal component analysis (PCA) [33] is adopted. Concretely, first the covariance matrix is obtained by estimating the truncatedly selected population with maximum likelihood estimation (MLE) to represent the distribution. Then, the matrix is decomposed with eigen-decomposition and the eigenvalues and the corresponding eigenvectors, i.e., principal components, are obtained. According to the PCA algorithm, the larger the eigenvalue is, the more important the principal component will be. Thus, several larger principal components whose eigenvalues add up to 85% of the whole are selected to be the 1-D sub-spaces. To make the maintaining phase comprehensively understood, a pseudo-code of maintaining is given below.

MAINTAINING(offsprings)
1) covMatrix := Cov(offsprings);
2) [D,V'] := EigenDecompose(covMatrix);
3) Select the 1-D sub-spaces V from V';
4) finSubPop := ITER OBSERVE(offsprings, V, 1);
5) Return finSubPop;

Here, offspring is the truncatedly selected population. Cov is the function of estimating the covariance matrix, i.e., covMatrix, with offsprings by MLE. D is the eigenvalues after eigen-decomposition, i.e., EigenDecompose, while the V' is the eigenvectors and V is the selected 1-D spaces.

B. Processing Phase

As the landscape of some problems may contain a huge number of local optima, the Maintaining phase may locate many promising areas and thus produce numerous
sub-populations. However, to evolve them all is computationally expensive and unnecessary since only the global optimum is pursued. Thus, all the sub-populations need to compare themselves with each other with their best individual, and only the best ten of them are chosen to be evolved.

After selecting sub-populations, the sub-models should be initialized for them. Since sub-models are considered as Gaussian distribution in this paper, the mean vector, and the covariance matrix should be initialized. Commonly, the mean vector of a sub-model is initialized as the average of the individuals belonging to its corresponding sub-population. To initialize the covariance matrix, one thing we notice is that the distribution of each sub-population may be influenced by the range of the size of its covering area. That is, the areas with different sizes make the individuals variously distributed, which reflects different covariance matrices. However, the size of areas should be irrelevant to the height of local optima within them. Thus, in order to give each selected sub-population an equal opportunity, the covariance matrices are initialized as a constant diagonal matrix, i.e., \( \Sigma = (h - 1/10)I \), rather than estimate the individuals by MLE. The \( h \) and \( l \) are the boundaries of the search space. Here, ten is the upper bound of selected others. The threshold is set to be \( h - 1/100 \), where \( h \) and \( l \) mean the boundaries of the search space.

Except for the problem-dependent operators above, a general difficulty on the multimodal problems is also considered due to the relation between sub-models and the promising areas becomes clear. This difficulty is that some promising areas may always attract the attention of sub-models during the optimization. This will also waste FEs. In MAPS, if any sub-model gets premature, which means that area does not contain global optimum, that area should be avoided in the following evolution and that sub-model should no longer be evolved. Then that sub-model is recorded. If any other sub-model is similar to one of the recorded sub-models, it is simply disregarded. Hence, a sub-model is assumed premature if the fitness of its best individual stays unchanged at a resolution of 1e-4 for ten generations. To make the processing phase clear to implement, the majors steps are listed below. For convenience, the original sub-populations produced by the maintaining phase are denoted as \( SS \), the set of sub-models that are estimated from the selected sub-populations are denoted as \( ES \), and the set of recorded premature sub-models are denoted as \( DS \). The instances of sub-models in each set are denoted as the corresponding lower-case, i.e., \( ss \), \( es \), and \( ds \).

\section*{PROCESSING(ES)}

1. \textbf{for} each \( es \) \textbf{separately}
2. Sample \( N_{sub} \) individuals from \( es \) and evaluate them.
3. Then truncatedly select \( R_{sub} \) individuals;
4. Update the parameters of \( es \) with selected individuals;
5. \textbf{for} each \( es \) \textbf{separately}
6. if \( es \) is premature
7. Record \( es \) into \( DS \);
8. Delete \( es \) from \( ES \);
9. if \( es \) is similar with any other \( es \)
10. Keep only the best one of them;
11. if \( es \) is similar with any \( ds \)
12. Delete \( es \) from \( ES \);
13. Return \( ES \);

\section*{C. Full Steps of MAPS}

Although the maintaining phase plays a key role in the MAPS algorithm, it will not be executed in every generation. In fact, only when all the sub-models get premature and thus none can be used to evolve, i.e., \( ES = \Phi \), where \( \Phi \) is the null set, the maintaining phase will be executed with a uniformly initialized population. To summarize the MAPS algorithm and get every detail clear, the full steps of MAPS are listed as follows.

\begin{enumerate}
\item Uniformly initialize \( N \) individuals and truncatedly select \( R \leq N \) of them to form \( offspring \);
\item \( SS := \text{MAINTAINING}(offspring) \);
\item Sort all \( ss \) in descending order by the fitness of the best individuals in the corresponding sub-population.
\item Pick \( ss \) from the first order on, if \( ES \) is not full and \( ss \) is dissimilar to any \( es \) and \( ds \), add its corresponding sub-model into \( ES \);
\item \( ES := \text{PROCESSING}(ES) \);
\item if some stopping criterion is reached
9. Stop;
\item elseif \( ES = \Phi \)
9. Go to 1;
\item else
11. Go to 5;
\end{enumerate}

\section*{IV. EXPERIMENTAL STUDIES}

Experiments are carefully designed to verify the ability of MAPS on solving multimodal problems. In the following subsections, they are described in detail.

\subsection*{A. Algorithm Settings}

In order to show the effectiveness of the multiple sub-models maintenance technique of MAPS, some multiple sub-models based EDAs should be necessarily included in the compared algorithms. For this purpose, three related work
introduced in Section II, e.g., CEGDA [15], NichingEDA [16], and IslandEDA [22], are chosen. Moreover, in the view of the ability of problem-solving, comparisons between MAPS and those canonical EAs are also required. In [34]–[37], quite a few EAs-based methods have been suggested to deal with multimodal problems. However, most of them focus on finding multiple local optima simultaneously, which unfits our goal. Apart from that, there are still some state-of-the-art approaches that can be adopted to search for the global optimum on multimodal problems [38]–[41]. In this experiment, modified DE (MDE) with p-best crossover (MDE\textsubscript{pBX}) [42], a recently proposed differential evolution (DE), has also been employed as a compared algorithm. In MDE\textsubscript{pBX}, a new mutation operator, called DE/current-to-gr\_best/1, is suggested. It uses the best of a group of randomly selected solutions from the current population to perturb the parent vector. Besides, a novel scheme of adapting two of its vital parameters is also proposed to improve its performance. Empirical studies have shown that MDE\textsubscript{pBX} can statistically outperform some well-known DE variants on a wide variety of tested problems.

For MAPS, since it is independent from the employed single Gaussian model-based EDA, it is comprehensive to test how MAPS performs when employing different single Gaussian model-based EDAs. Thus, MAPS employing UMDA\textsubscript{c} [1], denoted as MAPS\textsubscript{UMDA}, the MAPS employing EMNA\textsubscript{g} [1], denoted as MAPS\textsubscript{EMNA}, and the MAPS employing EEDA [2], [10], denoted as MAPS\textsubscript{EEDA} are also included in the experiment. The reason for choosing these three EDAs is that they are all typical single Gaussian model-based EDAs and are widely used to evolve sub-models [16], [22]. Thus, it is easy to compare and analyse the different behaviors between the compared EDAs based algorithms. For these three MAPS based EDAs, the only difference during the implementation process happens in the step 3) of the PROCESSING. Considering they all estimate the mean vector by MLE, the differences among them exist when estimating covariance matrix. Detailely, UMDA\textsubscript{c} assumes variables are independent, and it thus estimates a covariance matrix by separately estimating the standard deviations of each dimension. In contrast, EMNA\textsubscript{g} is a classic multivariate Gaussian model-based EDA, and it estimates covariance matrix by MLE. EEDA is a variant of EMNA\textsubscript{g} that fine-tunes the minimal eigenvalue of the covariance matrix to the maximal one, after which it has an approximation to the negative gradient of the fitness function.

Parameters for the four compared algorithms were set accordingly to the original publications. Parameters for three MAPS based EDAs were set to be the same. For each algorithm, the settings are fixed throughout all experiments. The detailed settings are listed in Table I, in which \( N \) indicates the population size, \( R \) denotes the number of selected individuals, \( N_{\text{sub}} \) means the number of individuals in each sub-population, \( R_{\text{sub}} \) represents the number of selected individuals in each sub-population, and \( E_{\text{sub}} \) is the number of elitism in each sub-population.

### B. Experimental Protocol

Twelve functions are chosen. All of them are frequently used as the test functions, including Ackley function (\( f_1 \)), Bohachevsky function (\( f_2 \)), generalized Rosenbrock function (\( f_3 \)), Schaffer function (\( f_4 \)), Foxholes function (\( f_5 \)), Schwefel 2.13 function (\( f_6 \)), generalized Ratrigin function (\( f_7 \)), shifted rotated Griewanks function (\( f_8 \)), shifted rotated Weierstrass function (\( f_9 \)), TwoPeaks (\( f_{10} \)), ThreePeaks (\( f_{11} \)), and Shekel (\( n=5 \)) (\( f_{12} \)). More detailed descriptions about these functions can be found in [15] and [43]–[45].

The maximum number of evaluations for each function is set to 5e5. All the tested algorithms terminate when the number of function evaluations reach this limit. The settings of these 12 problems are listed in Table II. All the

<table>
<thead>
<tr>
<th>Function Name</th>
<th>Function Number</th>
<th>Dimension</th>
<th>Domain</th>
<th>Optimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ackley</td>
<td>( f_1 )</td>
<td>10</td>
<td>[-32,32]</td>
<td>0</td>
</tr>
<tr>
<td>Bohachevsky</td>
<td>( f_2 )</td>
<td>10</td>
<td>[1,15]</td>
<td>0</td>
</tr>
<tr>
<td>Generalized Rosenbrock</td>
<td>( f_3 )</td>
<td>10</td>
<td>[-30,30]</td>
<td>0</td>
</tr>
<tr>
<td>Schaffer</td>
<td>( f_4 )</td>
<td>10</td>
<td>[-10,100]</td>
<td>0</td>
</tr>
<tr>
<td>Foxholes</td>
<td>( f_5 )</td>
<td>10</td>
<td>[-65.536,65.536]</td>
<td>0.9980038378</td>
</tr>
<tr>
<td>Schwefel 2.13</td>
<td>( f_6 )</td>
<td>10</td>
<td>[-π,π]</td>
<td>-460</td>
</tr>
<tr>
<td>Generalized Rastrigin</td>
<td>( f_7 )</td>
<td>10</td>
<td>[-5.12,5.12]</td>
<td>0</td>
</tr>
<tr>
<td>Shifted Rotated Griewanks</td>
<td>( f_8 )</td>
<td>10</td>
<td>[-600,600]</td>
<td>-180</td>
</tr>
<tr>
<td>Shifted Rotated Weierstrass</td>
<td>( f_9 )</td>
<td>10</td>
<td>[-0.5,0.5]</td>
<td>90</td>
</tr>
<tr>
<td>TwoPeaks</td>
<td>( f_{10} )</td>
<td>5</td>
<td>[-100,100]</td>
<td>10.10532602</td>
</tr>
<tr>
<td>ThreePeaks</td>
<td>( f_{11} )</td>
<td>5</td>
<td>[-100,100]</td>
<td>10.10532602</td>
</tr>
<tr>
<td>Shekel (( n=5 ))</td>
<td>( f_{12} )</td>
<td>4</td>
<td>[0,10]</td>
<td>10.10327912</td>
</tr>
</tbody>
</table>

### TABLE I

<table>
<thead>
<tr>
<th></th>
<th>CEGDA</th>
<th>NichingEDA</th>
<th>IslandEDA</th>
<th>MDE_pBX</th>
<th>MAPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>2000</td>
<td>–</td>
<td>–</td>
<td>100</td>
<td>1000</td>
</tr>
<tr>
<td>( R )</td>
<td>500</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>500</td>
</tr>
<tr>
<td>Sub-models #</td>
<td>automatically determined, initially 2</td>
<td>100</td>
<td>8</td>
<td>–</td>
<td>less than 10</td>
</tr>
<tr>
<td>( N_{\text{sub}} )</td>
<td>automatically determined</td>
<td>100</td>
<td>32</td>
<td>–</td>
<td>100</td>
</tr>
<tr>
<td>( R_{\text{sub}} )</td>
<td>–</td>
<td>25</td>
<td>16</td>
<td>–</td>
<td>25</td>
</tr>
<tr>
<td>Others</td>
<td>( \alpha_\epsilon = 0.05 )</td>
<td>( \alpha_\epsilon = 0.0002 )</td>
<td>( \alpha_\epsilon = 0.0002 )</td>
<td>( \alpha_\epsilon = 0.0002 )</td>
<td>( \alpha_\epsilon = 0.0002 )</td>
</tr>
<tr>
<td></td>
<td>Elliptit sub-models = 20</td>
<td>Elliptit sub-models = 20</td>
<td>Elliptit sub-models = 20</td>
<td>Elliptit sub-models = 20</td>
<td>Elliptit sub-models = 20</td>
</tr>
<tr>
<td></td>
<td>( M_{\text{max}} \times N_{\text{sub}} \times \epsilon = 5 )</td>
<td>( M_{\text{max}} \times N_{\text{sub}} \times \epsilon = 5 )</td>
<td>( M_{\text{max}} \times N_{\text{sub}} \times \epsilon = 5 )</td>
<td>( M_{\text{max}} \times N_{\text{sub}} \times \epsilon = 5 )</td>
<td>( M_{\text{max}} \times N_{\text{sub}} \times \epsilon = 5 )</td>
</tr>
<tr>
<td></td>
<td>Nicheing capacity = 5</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Dissimilarity = 1000</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>( q = 5 )</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>( \eta = e )</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

### TABLE II

<table>
<thead>
<tr>
<th>Function Name</th>
<th>Function Number</th>
<th>Dimension</th>
<th>Domain</th>
<th>Optimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ackley</td>
<td>( f_1 )</td>
<td>10</td>
<td>[-32,32]</td>
<td>0</td>
</tr>
<tr>
<td>Bohachevsky</td>
<td>( f_2 )</td>
<td>10</td>
<td>[1,15]</td>
<td>0</td>
</tr>
<tr>
<td>Generalized Rosenbrock</td>
<td>( f_3 )</td>
<td>10</td>
<td>[-30,30]</td>
<td>0</td>
</tr>
<tr>
<td>Schaffer</td>
<td>( f_4 )</td>
<td>10</td>
<td>[-10,100]</td>
<td>0</td>
</tr>
<tr>
<td>Foxholes</td>
<td>( f_5 )</td>
<td>10</td>
<td>[-65.536,65.536]</td>
<td>0.9980038378</td>
</tr>
<tr>
<td>Schwefel 2.13</td>
<td>( f_6 )</td>
<td>10</td>
<td>[-π,π]</td>
<td>-460</td>
</tr>
<tr>
<td>Generalized Rastrigin</td>
<td>( f_7 )</td>
<td>10</td>
<td>[-5.12,5.12]</td>
<td>0</td>
</tr>
<tr>
<td>Shifted Rotated Griewanks</td>
<td>( f_8 )</td>
<td>10</td>
<td>[-600,600]</td>
<td>-180</td>
</tr>
<tr>
<td>Shifted Rotated Weierstrass</td>
<td>( f_9 )</td>
<td>10</td>
<td>[-0.5,0.5]</td>
<td>90</td>
</tr>
<tr>
<td>TwoPeaks</td>
<td>( f_{10} )</td>
<td>5</td>
<td>[-100,100]</td>
<td>10.10532602</td>
</tr>
<tr>
<td>ThreePeaks</td>
<td>( f_{11} )</td>
<td>5</td>
<td>[-100,100]</td>
<td>10.10532602</td>
</tr>
<tr>
<td>Shekel (( n=5 ))</td>
<td>( f_{12} )</td>
<td>4</td>
<td>[0,10]</td>
<td>10.10327912</td>
</tr>
</tbody>
</table>
results (in terms of solution quality) have been averaged over 25 independent runs (shown in Table III). Three MAPS-based EDAs are separately compared with all the other algorithms with the two-sided Wilcoxon rank-sum test at a 0.05 significance level, and the corresponding results are presented in Table IV. Two solutions will be regarded as the same if the difference between their fitness (i.e., the objective function value) is smaller than 1e-13. The optimization speed curves of the algorithms on each problem are shown in Figs. 6–17. In them, the lower the curve is, the faster the optimization speed of that algorithm will be.

### C. Results and Analyses

The analysis is divided into four parts based on different points of view.

1) Unimodal Problem: The Ackley problem ($f_1$) is a unimodal as well as separable problem. The difficulty with this problem is that the global optimal area becomes increasingly narrower which makes the convergence of optimization difficult. As seen from Table III, all the algorithms have

<table>
<thead>
<tr>
<th>Function</th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
<td>Best</td>
<td>Mean</td>
<td>Std</td>
</tr>
<tr>
<td>CEDEA</td>
<td>3.29e-08</td>
<td>5.56e-05</td>
<td>8.29e-05</td>
</tr>
<tr>
<td>IslandEDA</td>
<td>1.59e-07</td>
<td>1.43e-01</td>
<td>5.08e-01</td>
</tr>
<tr>
<td>NicheGEDA</td>
<td>1.07e-03</td>
<td>2.18e-03</td>
<td>8.93e-04</td>
</tr>
<tr>
<td>MDE_pBX</td>
<td>0</td>
<td>6.38e-02</td>
<td>3.29e-01</td>
</tr>
<tr>
<td>MAPS.uaMDA</td>
<td>4.36e-06</td>
<td>1.19e-05</td>
<td>7.07e-06</td>
</tr>
<tr>
<td>MAPS.rMDA</td>
<td>3.38e-07</td>
<td>2.21e-04</td>
<td>7.82e-04</td>
</tr>
<tr>
<td>MAPS.EDA</td>
<td>5.45e-06</td>
<td>1.46e-05</td>
<td>9.95e-06</td>
</tr>
</tbody>
</table>

### TABLE III

**EXPERIMENTAL RESULTS**

<table>
<thead>
<tr>
<th>Function</th>
<th>$f_4$</th>
<th>$f_5$</th>
<th>$f_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
<td>Best</td>
<td>Mean</td>
<td>Std</td>
</tr>
<tr>
<td>CEDEA</td>
<td>4.87e-02</td>
<td>3.03e-01</td>
<td>2.08e-01</td>
</tr>
<tr>
<td>IslandEDA</td>
<td>3.16e-02</td>
<td>7.48e-02</td>
<td>4.27e-02</td>
</tr>
<tr>
<td>NicheGEDA</td>
<td>2.69e-04</td>
<td>4.93e-03</td>
<td>6.16e-03</td>
</tr>
<tr>
<td>MDE_pBX</td>
<td>1.75e-01</td>
<td>5.78e-01</td>
<td>2.69e-01</td>
</tr>
<tr>
<td>MAPS.uaMDA</td>
<td>7.07e-07</td>
<td>1.93e-04</td>
<td>3.87e-04</td>
</tr>
<tr>
<td>MAPS.rMDA</td>
<td>4.13e-13</td>
<td>1.06e-05</td>
<td>2.96e-05</td>
</tr>
<tr>
<td>MAPS.EDA</td>
<td>2.89e-05</td>
<td>1.39e+00</td>
<td>1.65e+00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Function</th>
<th>$f_7$</th>
<th>$f_8$</th>
<th>$f_9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
<td>Best</td>
<td>Mean</td>
<td>Std</td>
</tr>
<tr>
<td>CEDEA</td>
<td>1.69e-01</td>
<td>3.88e-01</td>
<td>0</td>
</tr>
<tr>
<td>IslandEDA</td>
<td>1.80e-06</td>
<td>6.58e-01</td>
<td>6.26e-01</td>
</tr>
<tr>
<td>NicheGEDA</td>
<td>4.97e+00</td>
<td>2.57e+01</td>
<td>1.17e+01</td>
</tr>
<tr>
<td>MDE_pBX</td>
<td>0</td>
<td>1.02e+00</td>
<td>9.84e-01</td>
</tr>
<tr>
<td>MAPS.uaMDA</td>
<td>5.56e-08</td>
<td>3.04e-01</td>
<td>5.40e-01</td>
</tr>
<tr>
<td>MAPS.rMDA</td>
<td>3.50e-10</td>
<td>7.76e-01</td>
<td>6.95e-01</td>
</tr>
<tr>
<td>MAPS.EDA</td>
<td>1.33e+01</td>
<td>1.93e+01</td>
<td>2.87e+00</td>
</tr>
</tbody>
</table>

All the results were obtained based on 25 independent runs with MaxFunEval=5e+05. The column headed Best, Mean, and Std presents the best, average, and standard deviation, respectively. For each column, the best result is highlighted in boldface.

\[ f(x) = \left| f(x) - f(x^*) \right|, \text{ where } x^* \text{ is the global optimum of } f. \] According to that, a solution is better if it is closer to 0.0 than the compared ones. When discussing the solution quality of an algorithm, the quality of the best solution (i.e., the final solution) obtained by the algorithm is referred to.
located the global optimal area but only MDE_pBX can reach the global optimum, though unstably. The reason for those multipopulation based algorithms may be that several sub-populations are inherently unfit for unimodal problems since most sub-populations probably have spent many FEs exploring the global optimal area and rarely obtain benefits, while the sub-population that has located the global optimal area contains insufficient individuals and thus easily gets trapped. On the contrary, MDE_pBX, containing only one population, can allocate all its search resources to exploitation at the converging stage. Unfortunately, the narrow global optimal area sometimes makes MDE_pBX premature as well. Despite that, three MAPS based EDAs have a relatively better performance than compared algorithms from the view of average performance. Specifically, although IslandEDA employs the same single model-based EDA with MAPS UMDA, i.e., UMDA_c, it performs much worse than MAPS UMDA. This can be attributed to the maintaining phase as it detects the global optimal area accurately and quickly. Due to the same reason, MAPS EEDA outperforms NichingEDA. As seen from Fig. 6, all three MAPS based EDAs have a much faster optimization speed than the compared algorithms.

2) Problem With Strong Interdependencies: The Rosenbrock problem ($f_3$) is a multimodal problem that has a very small range of global optimal area among the large range of basins. Intuitively speaking, the difficulty for solving this problem is that there is only one quite narrow valley connecting global optimum and other areas. Besides, the variables are strongly interdependent from each other, which makes the valley more difficult to go through. Thus, $f_3$ was used to show the advantage of estimation of gaussian networks algorithm by BGe metric over UMDA_c and mutual information maximization for input clustering in [10], which assumes multiple interdependencies among variables.

MDE_pBX shows dominant advantages over the others on this problem. In fact, it can be seen in the literature that most variants of DE are capable of solving Rosenbrock. The reason behind such a phenomenon may be that their effective mutation strategies have the potential to drive the population to the better neighbor area. And this helps the population go through the narrow valley easily. For the remaining EDAs, all three MAPS based EDAs perform better than the others. This is because the Maintaining phase can directly locate the narrow valley as well as the global optimal area. This can be seen from Fig. 8 that both the MAPS UMDA and MAPS EEDA quickly locate the narrow valley. While the MAPS EMNA is stocked at fitness $1e3$ for a period, it might be that the interdependency among variables learned by MAPS EMNA is far
from the real one, and the optimization is misled. However, once the global optimal area is detected, the fitness value decreases rapidly.

3) Multimodal Problems With Few Local Optima: In this part, the results on six test functions, i.e., $f_5$, $f_6$, $f_9$–$f_12$, are discussed. These six problems have in common the feature that the landscape contains several local optima. Tables III and IV show that all the three MAPS based EDAs outperform the three compared EDAs on these six problems. On $f_5$, $f_10$–$f_{12}$, MAPS EMNA reaches the global optimum in every single run, while MAPS UMDA and MAPS EEDA are a little less accurate. It can easily be inferred that EMNA can capture the local structure of these problems better than UMDA and EEDA. Conversely, MAPS UMDA and MAPS EEDA
outperform MAPSEMNA a little on $f_9$ and $f_{10}$ due to the similar reason. Figs. 10, 11, and 14–17 show that the MAPS based EDAs have a very fast optimization speed. Although the curve of NichingEDA in Fig. 10 seems to be lower, it does not reach the global optimum. This is because, the 25 deep holes of $f_5$ have quite similar fitnesses. And as NichingEDA samples as much as 10,000 individuals within one generation, it is quite easy to obtain a rather good fitness very early. However, this does not mean the sub-models have covered the global optimal area.

MDE$_{pBX}$ is also able to solve $f_5$ and $f_{12}$, and it converges even faster than the MAPS based EDAs on $f_{12}$. However, its performances on $f_{10}$ and $f_{11}$ are unacceptable. These two problems have in common the feature that the fitness values of basins approach to 0, which provides very little information for the optimization. Hence, MDE$_{pBX}$ can easily be misled on these two problems. Conversely, the other algorithms can obtain satisfactory solutions by benefiting from the multipopulation schemes. In order to illustrate how MAPS based EDAs work on these two problems, the optimization process of MAPSEMNA on the 2-D $f_{11}$ is traced. Specifically, the selected individuals at the first, second, and the fifth generations are shown in Figs. 3–5, respectively.

Specifically, $f_9$ is a rotated problem whereby the trend of landscape is not parallel to the axis. IslandEDA compromises on this problem. CEGDA, NichingEDA and MDE$_{pBX}$ obtain comparatively good results while the optimization speed appears very slow. Conversely, as the PCA technique is adopted and the individuals are projected to each principal component iteratively when observing, all MAPS based EDAs perform quite well.

4) Multimodal Problems With Many Local Optima: The rest of the tested problems, i.e., $f_2$, $f_3$, $f_7$, and $f_8$ belong to this part. Different from the previous part, these problems contain many local optima.

As seen in Tables III and IV, none of the three MAPS based EDAs can dominate the compared algorithms. However, for each problem, there always exists at least one MAPS based EDA that can outperform the compared algorithms. It can be inferred that the bad performance of a certain MAPS based EDA may suffer due to preassumed probabilistic model not fitting the structures of those problems. For example, $f_2$ is a separable problem, of which the variables are independent of each other. MAPSEMNA is compromised on this problem because EMNA$_x$ assumes that all the variables probabilistically interdependent. On the contrary, UMDA$_c$ regards the variables as separate, which can capture the structure of $f_2$. Hence, MAPSMUMDA performs significantly better than MAPSEMNA. Although EEDA also assumes that the variables
are fully connected, it differs from EMNA, in that it can potentially drive the optimization to the negative gradient of the fitness function. As a consequence, MAPS_EDA also outputs very acceptable solutions. Another example is the comparisons on $f_4$. MAPS_EMNA and MAPS_MMDA can outperform the three compared algorithms while MAPS_EDA shows no advantages over them. In $f_4$, a negative gradient of fitness function may mislead the optimization MAPS_EDA.

V. CONCLUSION

In this paper, a novel multiple sub-models maintenance technique, named MAPS, is proposed to improve the performance on multimodal problems. In MAPS, the relation between the distribution of individuals and the local optima is studied and used to help detect the promising areas. As the promising areas are found, sub-models have been initialized on them directly, which saves many FEIs and thus accelerates the optimization speed. In order to enhance the ability of MAPS, some specified operators are also designed. An experiment with 11 multimodal problems and one uni-modal problem is carried out to test the effectiveness of MAPS. The performances of MAPS employing different kinds of single Gaussian model-based EDAs are also discussed. The experimental studies show that MAPS based EDAs can outperform the compared algorithms with a faster optimization speed on most tested problems. When facing different kinds of problems MAPS based EDAs show better reliability. Besides, as the PCA is adopted, three MAPS based EDAs also perform well on rotated problems.
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