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Abstract

Architects’ daily routine means working with drawings. They use either a pen or a computer sketching their ideas or drawing to scale. When beginning a new project they often have to search for similar projects in the past. In this paper a sketch-based approach is proposed to query the floor plan repository. The user searches for semantically similar floor plans just by drawing the new plan. An algorithm extracts the semantic structure sketched by the architect on DFKI’s Touch & Write table and compares the structure of the sketch with the ones from the floor plan repository. The a.SCatch system enables the user to easily access knowledge from past projects. While in the current prototype only sketches with a predefined structure are recognized, we will extend the system to work with normal floor plans.

I. Motivation

During design processes architects refer to existing and already designed buildings as reference projects. These drawings are used to see how similar architectural situations were solved in the past. In order to find those similar projects, the architects have to browse through all previous projects or they apply some electronic search strategy.

However, the state of the art in electronic search is to search by textual annotations. The configuration of space and their relations to each other are hard to be represented by keywords. Transforming these structural configurations into verbal expressed typologies produces fuzzy and often imprecise descriptions of architecture.

The concept a.vista suggested by Langenhan [7] addresses geometrical search strategies instead of today’s keywords based search methods. A.vista investigates the limits of architectural spaces represented in drawings. By recording and saving the space boundaries to the database, the information about the specific project is transformed to both, the descriptive world of architecture and the computer. Every building in the database features a digital signature. The signature contains the architectural situation of the building constituted by the space boundaries and their characteristics. By sketching a situation of the demanded architectural configuration, the user creates a digital search signature for the query. The search signature will be compared with the signatures in the database.

As an abstract layer, a.vista by Langenhan [7] proposed a semantic structure to describe a signature of a floor plan within a graph representation. This formal representation is the foundation of the proposed a.SCatch system in this paper. It is a sketch-based user interface to query the signature repository by using an easy learnable visual query language. In future we will enhance the system to extract the semantic structure semi-automatically from usual queries.

The rest of this paper is organized as follows. First, Section II summarizes existing works in the area of sketch-based systems. Subsequently, Section III introduces the conceptual methods used for finding similar
architectural projects. Next, Section IV describes the concepts of the a.SCcatch system and Section V evaluates the extraction of the semantic structure from the hand-drawn sketch. Finally, a summary and possible future directions can be found in Section VI.

II. Related Work

Sketches are widely used in engineering and architectural fields as they are a familiar, efficient and natural way of expressing certain kind of ideas. In [5] Feng proposed a 2D dynamic programming approach for analyzing hand-drawn electronic circuits. Sezgin et. al introduced in [13] an implemented system that combines multiple sources of knowledge to provide robust early processing for freehand sketching. Sim-U-Sketch is a sketch-based interface for Simulink [6] where users can construct functional Simulink models simply by drawing sketches on a computer screen. To support iterative design, Sim-U-Sketch allows users to interact with their sketches in real time to modify existing objects and add new ones. Finally Spatial-Query-by-Sketch proposed by Egenhofer [4] describes a visual spatial query language for geometric information systems.

In the offline domain, there exists system which automatically determines the type of the room by employing symbol recognition [14]. Furthermore, the textual information is identified by optical character recognition (OCR) [15]. To the authors' knowledge there exists no system which automatically analyzes architectural sketches to find similar projects from the past. Especially the use of a semantic layer was never investigated before.

In architecture, the usage of meta data to enhance digital floor plans with additional information offers the opportunity to get intelligent files which allow the users an easier access to the planning material. One of the major approaches in architecture to enhance CAD models of buildings with semantic information is Building Information Modeling (BIM) [2], [3]. BIM is the process of generating and managing building information in an interoperable and reusable way. A BIM system is a system or a set of systems that enables users to integrate and reuse building information and domain knowledge through the life cycle of a building.

Nowadays modern architectural design is done using Computer Aided Design (CAD) software. Several vendors, such as Autodesk (AutoCAD)\(^1\), Graphisoft (Archicad)\(^2\) and Nemetek (Allplan)\(^3\) offer software packages with their own data formats to store information about the building. But according to BIM, interoperability is important to reduce costs and support all stakeholders. Furthermore, it is more natural for the architect to sketch with a pen and not with the mouse.

III. Methods

The proposed semantic structure of Langenhan is a selective semantic and will be used to formalize the structure of a floor plan. Langenhan introduces four main concepts to describe spaces of housing constructions and their relations following the paradigm of the incremental space:

1) **Room** - the most atomic structure in a formal representation;

2) **Zone** - consists of several rooms and describes the functionality of the grouped rooms, for instance a sleeping zone;

3) **Unit** - groups zones and has also a functional meaning, such as apartment or terrace;

4) **Level** - the current floor level of the building.

A building and the corresponding floor plan is separated into levels. Each level is divided into multiple units, which could be for instance an apartment or a terrace. Units can be further divide into zones. Examples for zones are living zones, sleeping zones and function zones. A zone groups different rooms which are the most atomic part of the structure.

But today there is not always a strict division of the function that spaces can serve. Thus a single physical space can have several functions and thus be a combination of multiple functional spaces, such as a living room combined with a kitchen. Examples for structural entities are given in Fig. 1.

Between these concepts, there exist connections. The instances of a concept with the same type can have
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\(^1\)http://usa.autodesk.com/ : Last accessed 04/02/2010

\(^2\)http://www.graphisoft.com/ : Last accessed 04/02/2010

\(^3\)http://www.nemetschek.de/ : Last accessed 04/02/2010
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either directly, adjacent or no relation. If two spaces have a shared wall and a door which links the spaces, we are talking about a connection. An adjacent relation is indicated by a shared wall without an alley.

As each single floor plan contains a level of a building, the root node always is a level node. The level will be hierarchically divided into units, zones and rooms via part-of relations. The resulting structure would form a tree. Since the structural concepts of a layer can be connected either with a direct connection or an adjacent connection, we also add vertexes for these connections, resulting in a graph (see Section IV-C).

IV. Concept a.SCatch

Based on the results of Langenhan, the aim of a.SCatch is to implement a system which takes advantage of the semantical information. A semantic search will be realized by sketching a concept of an architectural problem and triggering a search for similar projects of the past.

Therefore several subtasks have to be solved:
1) Semi-automatic extraction of the semantic structure of older projects,
2) Extraction of the semantic structure from the sketch of the architect,
3) Retrieval of similar floor plans from the repository,
4) Visualization of the results and the interaction with the user interface.

The following sections will discuss the further details of the a.SCatch system.

A. Semi-automatic Extraction from Existing Projects

A subtask of the a.SCatch project is to research techniques to extract the graph representation either from graphic representation by applying state of the art image understanding techniques [1], [9], [10], [12] or extract the information from known architectural model file formats, such as Industrial Foundation Classes.

In this context, semi-automatic extraction is defined as a process where the system tries to automatically extract features from a floor plan by using image understanding techniques and apply machine learning methods that classify the structural information. The extracted structure will be proposed to the user and he needs to approve the result or modify them via a pen-and touch-enabled interface.

With the support of semi-automatic extraction an architect is able to formalize knowledge about past projects. This formalization process comprises two phases. The automatic analysis is the first part of the analysis and is mainly based on the techniques discussed in [1]. Currently the focus is on the detection of single rooms and their interconnections. Future work will be to classify the type of the room by employing symbol recognition [14] and optical character recognition (OCR) on the separate textual information [15]. Furthermore a rule based system could be applied in order to group rooms in zones and zones into units. The floor plan with its extracted semantics will be stored in a repository and a user interface is provided to manually annotate the floor plan. Results of the room detection and the text/graphics separation are illustrated in Fig. 2 and Fig. 3.

B. Sketch-based Retrieval

As we are dealing with visual information and an exclusive textual description of floor plan is too fuzzy, we propose a visual query. Whenever the architect is searching the repository, he formalizes his query as a sketch, similar to the fundamental concepts of Spatial-Query-by-Sketch proposed by Egenhofer [4]. Initially the architect sketches a floor plan with the associated rooms, zones and units. The respective online data of the pen device used to detect the geometrical shapes representing the concepts and gestures, which indicate the connection type.

The schematic abstraction in Fig. 4a shows a floor plan translated into the proposed semantic structure by Langenhan [7]. Enclosing rectangles are interpreted as a part-of relations. For instance, if a rectangle $R_1$...
encloses another rectangle $R_2$ and $R_3$, it indicates that $R_2$ and $R_3$ are part of $R_1$, such as a sleeping zone which contains two bedrooms. How the units, zones and rooms are connected with each other is indicated by lines connecting the rectangles. As discussed in the Section III two different connection types have to be considered. Either two entities are adjacent or directly connected. In the schematic view this is indicated by two parallel lines for the direct connection and one line for adjacent connection. By interpretation of the sketch, a graph structure can be extracted for our query.

Sketch recognition is performed using the following steps. During sketching the online pen data is cached. As soon as the user stops drawing for a certain period of time, the recognition of the previous components starts. Since drawing of rectangles often is performed with several lines, succeeding lines are combined if one of their ending points is in the same vicinity. For the shape detection we used the Vision Objects shape detection\(^4\).

Detected shapes will immediately replace the strokes in the user interface and the user can interact with these shapes via touch gestures (moving, resizing). If a stroke is not recognized as a shape it won’t be replaced. Thus the user has feedback which part of the drawing is not recognized.

Currently we use the following visual query language:

- **Rectangles** represent **structural entities**,  
- **Enclosings** imply **part-of relation**,  
- **Single lines** indicate **adjacent connections**,  
- **Two parallel lines** indicate **direct connections**.

Finally when the user triggers the search the scene which is composed of rectangles and lines will be analyzed. For the part of relation we simply have to check if a rectangle encloses another one. The type of the drawn entity or connection currently is defined by the user. The following section will discuss how the extracted graph structure can be used for the retrieval.

C. Graph Structure

In this section we propose our initial concept for the retrieval. The extracted semantics are represented as a graph $G = (V, E)$. The vertexes $V$ have a type $T_{\text{vertex}}$ reflecting a level, unit, zone or room. Each of these types has finite set of subtypes (cf. Fig. 1). As the types are hierarchically ordered $T_{\text{level}} > T_{\text{unit}} > T_{\text{zone}} > T_{\text{room}}$.

The vertexes $E$ also have different types $T_{\text{vertex}}$ indicating if the vertexes are connected directly or are just adjacent, both of these relations are symmetric. The part_of relation indicates which vertex adheres to a vertex of a superior type $T_{\text{vertex}}$, for instance a sleeping room which is part of a sleeping zone. As we are dealing with undirected and directed vertexes the graph is a mixed graph.

The types of the node and vertexes are assigned by labeling functions $\alpha : V \rightarrow T_{\text{vertex}}$ and $\beta : E \rightarrow T_{\text{vertex}}$.

The retrieval algorithm is based on a subgraph matching algorithm, where the row column vectors of the adjacency matrices are arranged in a decision tree. A modified version of Messmer and Bunke’s algorithm [11] has been implemented to compile the decision tree. A priori, each extracted graph structure is added to the decision tree. During the retrieval process, the row column representation of the query graph is determined and the sub graph is matched by traversing the decision tree.

Our current work focuses on researching approximative approaches for solving the subgraph matching problem. Furthermore we are researching techniques to cluster the graph in our repository, by comparing floor plan graphs among each other and group similar ones together. Thus, if a query is not similar to a graph of a cluster it might also be not similar to the other graphs in the cluster.

\(^4\)http://www.visionobjects.com/: Last accessed 04/02/2010
D. User Interface

As the pen and touch paradigm is more intuitive for the work of an architect, the prototype is implemented for the Touch & Write. The Touch & Write [8] combines the paradigm of multi-touch input and pen input. Architects prefer to sketch in their initial design phase. A pen gives them more freedom than using a mouse with Computer Aided Design (CAD) software. Using the Touch & Write pen device to draw in a digital environment allows more immediate interaction and the architects immediately benefit from the digital representation of their drawings.

The pen is an adequate tool to sketch the current architectural problem. The results of the semantic search will be represented as graphical information and the touch interaction is an intuitive metaphor for interacting with the displayed information. For example, the architect is able interact with the graphical information using simple and intuitive gestures to zoom or navigate within the floor plan.

The a.SCatch system provides tools for two purposes. First, an input interface offers the architect a possibility to edit the results of the automatic room and interconnection detection, discussed in Section IV-A. Here the pen device is used to frame rooms, zones or units in a floor plan. The currently selected structural entity affects how the node in the semantic representation is labeled.

Second, the architect can sketch a query by using the discussed visual query language. The results are displayed as images ordered according to the calculated similarity measure. The interaction with the result is done by using touch interaction gestures.

V. Experiments and Results

The query generation is a crucial part of the a.SCatch system, thus the first experiments focus on the visual language. We defined ten example queries covering different complexity levels (see Table I) and asked ten probands to copy these sketches, resulting in a total of 100 sketches. The probands were male and female students in the age between 23 and 29 years. All sketches were drawn on the Touch & Write and the handwritten strokes were recorded. To assess the pure recognition performance, we did not give a direct feedback of the recognized shapes. In order to measure the accuracy of the detection algorithm we count the correctly detected quadrangles and connections.

An example of a query taken for the evaluation is given in Fig. 4a. Furthermore Fig. 4b shows the recorded sketch of a proband. The detected shapes of the shape detection algorithm are illustrated in Fig. 4c.

For the evaluation we distinguished between detection rates for quadrangles, adjacent and direct connections. Note that whenever a quadrangle is not detected all corresponding connections with this quadrangle will also be wrongly detected.

Table I shows the detection rate for each query. As can be seen, the detection rates for the quadrangles are very promising. Most of the other errors are due to missing quadrangles. Considering Query 2, 5, and 10, one can see that a high recognition rate of the quadrangles corresponds to a high recognition rate of the connections.

The detection rate for each proband is given in Table II. An interesting observation is that there are persons who have a very nice way of drawing which is easily to be recognize. Other users tend to produce gaps in-between the strokes or draw very rough quadrangles only, which are hard to be recognized, as the following example will show.

An example for a false detection is given in Fig. 5c. As several probands had different strategies of drawing rectangles, the current methods seem not to cover all of them. Especially if a long pause has been made during sketching a rectangle, the lines are not merged together. Figure 5c also illustrates that both connections of the rectangle are not recognized.

As the interactive system acknowledges correct de-
tected shapes, the user of the system has the chance to correct misinterpreted drawings before triggering a search. It is a good result that only one out of twenty rectangles needs to be corrected, making it practically useful.

VI. Conclusion and Future Work

In this paper we have presented an intuitive system for searching floor plans by using a sketch-based interface. Furthermore we proposed a graph based semantic structure to capture the content of floor plan and associated visual query language.

While the final a.SCatch system is not available yet, we performed already first experiments on the recognition of abstract sketches. The recognition rates are already good for the use in practice. However, there is still room for improvement. For example, a dynamic programming approach to combine strokes [5] or using a combination of an online and offline detection should help to improve the detection rates.

Further work for the interactive system will be to offer the architect the freedom to choose between the proposed visual query language or let him sketch an initial floor plan with his symbolism and extract the semantic graph structure directly from this sketch.

The a.SCatch system is a successful approach integrating state-of-the-art offline image processing and online sketch recognition technologies. Together with the use of recent progress in knowledge management, it provides a novel powerful tool for sketch-based document work which can be applied to other application areas as well.
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