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Abstract. Let $K$ be a nonempty closed convex subset of a real Banach space $E$ and $T$ be a Lipschitz pseudocontractive self-map of $K$ with $F(T) := \{x \in K : Tx = x\} \neq \emptyset$. An iterative sequence $\{x_n\}$ is constructed for which $\|x_n - Tx_n\| \to 0$ as $n \to \infty$. If, in addition, $K$ is assumed to be bounded, this conclusion still holds without the requirement that $F(T) \neq \emptyset$. Moreover, if, in addition, $E$ has a uniformly Gâteaux differentiable norm and is such that every closed bounded convex subset of $K$ has the fixed point property for nonexpansive self-mappings, then the sequence $\{x_n\}$ converges strongly to a fixed point of $T$. Our iteration method is of independent interest.

1. Introduction

Let $E$ be a real Banach space with dual $E^*$. We denote by $J$ the normalized duality mapping from $E$ to $2^{E^*}$ defined by

$$Jx := \{f^* \in E^* : \langle x, f^* \rangle = \|x\|^2 = \|f^*\|^2\},$$

where $\langle \cdot, \cdot \rangle$ denotes the generalized duality pairing. It is well known that if $E^*$ is strictly convex, then $J$ is single-valued. In the sequel, we shall denote the single-valued normalized duality map by $j$.

A mapping $T$ with domain $D(T)$ and range $R(T)$ in $E$ is called pseudocontractive if the inequality

$$\|x - y\| \leq \|x - y + t((I - T)x - (I - T)y)\|$$

holds for each $x, y \in D(T)$ and for all $t > 0$. The operator $T$ is called Lipschitzian if there exists $L \geq 0$ such that $\|Tx - Ty\| \leq L\|x - y\|$ $\forall x, y \in D(T)$. If $L = 1$, then $T$ is called nonexpansive. As a result of Kato [11], it follows from inequality (1.1) that $T$ is pseudocontractive if and only if there exists $j(x - y) \in J(x - y)$ such that $\langle Tx - Ty, j(x - y) \rangle \leq \|x - y\|^2$ for $x, y \in D(T)$. Clearly, every nonexpansive map is pseudocontractive.
Apart from being an important generalization of nonexpansive maps, interest in pseudocontractive maps stems mainly from their firm connection with the important class of nonlinear accretive operators, where a mapping $A$ with domain $D(A)$ and range $R(A)$ in $E$ is called accretive if the inequality

$$
\|x - y\| \leq \|x - y + s(Ax - Ay)\|
$$

holds for every $x, y \in D(A)$ and for all $s > 0$. $A$ is called $m$-accretive if it is accretive and $R(I + rA)$, the range of $(I + rA)$, is $E$ for all $r > 0$. We observe that $A$ is accretive if and only if $T := I - A$ is pseudocontractive and thus a zero of $A$ is a fixed point of $T$. It is now well known (see e.g., [27]) that if $A$ is accretive, then the solutions of the equation $Ax = 0$ correspond to the equilibrium points of some evolution systems. Consequently, considerable research efforts, especially within the past 15 years or so, have been devoted to iterative methods for approximating fixed points of $T$ when $T$ is pseudocontractive (see for example [4], [14], [18], [21], [23], [28] and the references contained therein).

Let $T : K \to K$ be a nonexpansive self-mapping on a convex subset $K$ of a normed linear space $E$. Let $S_\lambda := I + (1 - \lambda)T, \lambda \in (0, 1)$, where $I$ denotes the identity map of $K$. Then for fixed $x_0 \in K$, \{ $S_\lambda^n(x_0)$ \} is defined by $S_\lambda^n(x_0) := \lambda x_n + (1 - \lambda)T x_n$, where $x_n := S_\lambda^{n-1}(x_0)$. In 1955, Krasnoselskii [12] proved that if $E$ is uniformly convex and $K$ is compact, then for any $x_0 \in K$, the sequence \{ $S_\lambda^n(x_0)$ \} of iterates of $x_0$ under $S_\lambda := \frac{1}{2}(I + T)$ converges to a fixed point of $T$. Schaefer [24] observed that the same result holds for any $S_\lambda$ with $\lambda \in (0, 1)$, and Edelstein [8] proved that strict convexity of $E$ suffices. The important and natural question of whether strict convexity can be removed remained open for many years. In 1976, this question was resolved in the affirmative in the following theorem.

**Theorem I** ([10]). Let $K$ be a nonempty subset of a Banach space $E$ and let $T : K \to E$ be a nonexpansive mapping. For $x_0 \in K$, define the sequence \{ $x_n$ \} by

$$
x_{n+1} := (1 - c_n)x_n + c_nTx_n,
$$

where the real sequence \{ $c_n$ \} satisfies the following conditions: (a) $\sum_{n=0}^{\infty} c_n = \infty$, (b) $0 \leq c_n \leq 1$ for all positive integers $n$; and (c) $x_n \in K$ for all positive integers $n$. If \{ $x_n$ \} is bounded, then $\lim_{n \to \infty} \|x_n - Tx_n\| = 0$.

The iteration method of Theorem I is now referred to as the Mang iteration method in light of [14] and has been studied extensively by various authors. One consequence of this theorem is that if $K$ is closed and $T$ is completely continuous, then $T$ has a fixed point and the sequence \{ $x_n$ \} defined by (1.3) converges strongly to a fixed point of $T$ (see, for example, Theorem 1 of [10]). Any sequence satisfying the conclusion of Theorem I, i.e., $\lim_{n \to \infty} \|x_n - Tx_n\| = 0$, is called an approximate fixed point sequence for $T$.

The importance of approximate fixed point sequences is that once a sequence has been constructed and proved to be an appropriate fixed point sequence for a nonexpansive map $T$, convergence of that sequence to a fixed point of $T$ is then achieved under some mild compactness-type assumptions either on $T$ or on its domain; for example, convergence to a fixed point can be proved under any of the following additional assumptions: (a) the range of $T$ is contained in a compact subset of $K$, (b) $T$ maps $K$ into $K$ and is demicompact at zero (see, e.g., [19]),
(c) \((I - T)\) maps closed bounded subsets of \(E\) into closed subsets of \(E\) (see, e.g., \([2]\)). These results are now well known for nonexpansive maps. But for classes of nonlinear maps \(T\) more general than the class of nonexpansive maps, the condition \(|x_n - Tx_n| \to 0\) as \(n \to \infty\) is generally part of the hypotheses in several convergence theorems (see, e.g., \([13, 22]\)).

Our concern now is the following: Is it possible to extend Theorem I to the case where \(T\) is a Lipschitz pseudocontractive map? In this connection, one of the authors and Mutangadura \([6]\) have recently given an example of a Lipschitz pseudocontractive self-map of a compact convex subset of a Hilbert space with a unique fixed point for which no Mann sequence converges. Consequently, for this class of maps, the Mann sequence cannot give the conclusion of Theorem I. This now leads to the following important question.

**Question 1.** Is it possible to construct a perturbation of the recursion formula (1.3) or to construct another iteration sequence which yields the conclusion of Theorem I for the much more general and important class of Lipschitz pseudocontractive maps?

In 1974, Ishikawa \([9]\) introduced an iteration process which, in some sense, is more general than that of Mann and which converges to a fixed point of a Lipschitz pseudocontractive self-map of a Hilbert space \(T\). He proved the following theorem.

**Theorem IS** (\([9]\)). If \(K\) is a compact convex subset of a Hilbert space \(H\), \(T: K \to K\) is a Lipschitzian pseudocontractive map and \(x_0\) is any point of \(K\), then the sequence \(\{x_n\}_{n \geq 0}\) converges strongly to a fixed point of \(T\), where \(x_n\) is defined iteratively for each integer \(n \geq 0\) by

\[
x_{n+1} = (1 - \alpha_n)x_n + \alpha_n Ty_n; \quad y_n = (1 - \beta_n)x_n + \beta_n Tx_n,
\]

where \(\{\alpha_n\}, \{\beta_n\}\) are sequences of positive numbers satisfying the conditions

(i) \(0 \leq \alpha_n \leq \beta_n < 1\); \quad (ii) \(\lim_{n \to \infty} \beta_n = 0\); \quad (iii) \(\sum_{n=0}^{\infty} \alpha_n \beta_n = \infty\).

The iteration method of Theorem IS, which is now referred to as the *Ishikawa iteration method*, has been studied extensively by various authors. However, it is still an open question whether or not this method can be employed to approximate fixed points of Lipschitz pseudocontractive maps in spaces more general than Hilbert spaces (see, e.g., \([5, 20, 21]\)).

Another iteration method has also been introduced by Schu \([25]\). To state the method, we need the following definition.

**Definition** (see, e.g., \([23]\)). Let \(\alpha_n \in (0, \infty), \mu_n \in (0, 1)\) for all nonnegative integers \(n\). Then \((\{\alpha_n\}, \{\mu_n\})\) is said to have property (A) if and only if the following conditions hold:

(i) \(\{\alpha_n\}\) is decreasing and \(\{\mu_n\}\) is strictly increasing;

(ii) there is a sequence \(\{\beta_n\} \subseteq \mathbb{N}\), strictly increasing such that (a) \(\lim_{n \to \infty} \beta_n(1 - \mu_n) = \infty\); (b) \(\lim_{n \to \infty} \frac{1 - \mu_n}{1 - \mu_n - \beta_n} = 1\); (c) \(\lim_{n \to \infty} \frac{\alpha_n - \alpha_n \beta_n}{1 - \mu_n} = 0\).

Schu proved the following theorem.

**Theorem S** (\([25]\)). Let \(K\) be a nonempty closed bounded and convex subset of a Hilbert space \(H\). Suppose that (i) \(T: K \to K\) is pseudocontractive and Lipschitzian with \(L \geq 0\); (ii) \(\{\lambda_n\}_{n \in \mathbb{N}} \subseteq (0, 1)\) with \(\lim_{n \to \infty} \lambda_n = 1\), \(\{\alpha_n\}_{n \in \mathbb{N}} \subseteq (0, 1)\) with
lim_{n \to \infty} \alpha_n = 0$, such that $\{\{\alpha_n\},\{\mu_n\}\}$ has property (A), $(1 - \mu_n)(1 - \lambda_n)^{-1}$ is bounded and $\lim_{n \to \infty} \alpha_n^{-1}(1 - \mu_n) = 0$, where $k_n = (1 + \alpha_n^2(1 + L)^2)^{1/2}$ and $\mu_n := \lambda_n k_n^{-1}$ for all $n \in \mathbb{N}$. For arbitrary vectors $z_0, w \in K$, define, for all $n \in \mathbb{N}$,

$$(1.5) \quad z_{n+1} = (1 - \mu_{n+1})w + \mu_{n+1}y_n; \quad y_n = (1 - \alpha_n)z_n + \alpha_n Tz_n.$$ 

Then $\{z_n\}$ converges strongly to the unique fixed point of $T$ closest to $w$.

Unlike the Ishikawa method, Theorem 5 has been extended to real Banach spaces more general than Hilbert spaces. In [3], one of the authors extended it to real Banach spaces possessing weakly sequentially continuous duality maps (e.g., $L_p$ spaces, $1 < p < \infty$). In this extension the iteration parameters $\alpha_n \in (0, \infty)$ and $\mu_n \in (0, 1)$ are chosen such that the pair $\{\{\alpha_n\},\{\mu_n\}\}$ has the so-called property (A). These choices are not simple (see, e.g., [3]). Moreover, it is known that $L_p$ spaces, $1 < p < \infty$, $p \neq 2$ do not possess weakly sequentially continuous duality maps. This brings us to our second question.

**Question 2.** Can an iteration sequence be constructed which converges to a fixed point of a Lipschitz pseudocontractive map in Banach spaces that include the $L_p$ spaces, $1 < p < \infty$?

It is our purpose in this paper to give affirmative answers to Question 1 and Question 2. Let $K$ be a nonempty closed convex subset of a real Banach space $E$ and $T$ be a Lipschitz pseudocontractive self-map of $K$ with $F(T) \neq \emptyset$, and let a sequence $\{x_n\}$ be generated from $x_1 \in K$ by $x_{n+1} := (1 - \lambda_n)x_n + \lambda_n Tx_n - \lambda_n \theta_n(x_n - x_1)$, for all integers $n \geq 1$, where $\{\lambda_n\}$ and $\{\theta_n\}$ are real sequences satisfying appropriate conditions. Then $\|x_n - T x_n\| \to 0$ as $n \to \infty$. This provides an affirmative answer to Question 1. If, in addition, $K$ is assumed to be bounded, this conclusion still holds without the requirement that $F(T) \neq \emptyset$. Moreover, if, in addition, $E$ has a uniformly Gâteaux differentiable norm and is such that every closed bounded convex subset of $K$ has the fixed point property for nonexpansive self-mappings (e.g., $L_p$ spaces, $1 < p < \infty$), then $\{x_n\}$ converges strongly to a fixed point of $T$. This result provides an affirmative answer to Question 2. Our iteration method is of independent interest (see our Remark 3.8).

2. Preliminaries

Let $E$ be a real normed linear space of dimension $\geq 2$. The *modulus of smoothness* of $E$ is defined by

$$\rho_E(\tau) := \sup \left\{ \frac{\|x + y\| + \|x - y\|}{2} - 1 : \|x\| = 1, \|y\| = \tau \right\}.$$ 

A Banach space $E$ is called uniformly smooth if $\lim_{\tau \to 0} \frac{\rho_E(\tau)}{\tau} = 0$. Typical examples of such spaces are the Lebesgue $L_p$, the sequence $\ell_p$ and the Sobolev $W^{m}_p$ spaces ($1 < p < \infty$). The norm is said to be uniformly Gâteaux differentiable if for each $y \in S_1(0) := \{x \in E : \|x\| = 1\}$ the limit $\lim_{t \to 0} \frac{\|x + ty\| - \|x\|}{t}$ exists uniformly for $x \in S_1(0)$. It is well known that every uniformly smooth space (e.g., $L_p$ space, $1 < p < \infty$) has uniformly Gâteaux differentiable norm (see, e.g., [7]).

Let $K$ be a nonempty subset of a Banach space $E$. For $x \in K$, the *inward set* of $x$, $I_K(x)$, is defined by $I_K(x) := \{x + \lambda(u - x) : u \in K, \lambda \geq 1\}$. A mapping
$T : K \to E$ is called weakly inward if $Tx \in cl[I_K(x)]$ for all $x \in K$, where $cl[I_K(x)]$ denotes the closure of the inward set. Every self-map is trivially weakly inward.

In what follows, we shall make use of the following lemmas.

**Lemma 2.1** (see, e.g., [17]). Let $E$ be a real normed linear space and $J$ the normalized duality map on $E$. Then for any given $x, y \in E$, the following inequality holds:

$$||x + y||^2 \leq ||x||^2 + 2(y, j(x + y)), \forall (x + y) \in J(x + y).$$

**Lemma 2.2** (see [13]). Let $\{\lambda_n\}, \{\alpha_n\}$ and $\{\gamma_n\}$ be sequences of nonnegative numbers satisfying the conditions $\lim \alpha_n = 0$, $\sum_1^\infty \alpha_n = \infty$, and $\frac{\gamma_n}{\alpha_n} \to 0$, as $n \to \infty$. Let the recursive inequality

$$\lambda_{n+1}^2 \leq \lambda_n^2 - \alpha_n \psi(\lambda_{n+1}) + \gamma_n, \quad n = 1, 2, \ldots,$$

be given where $\psi : [0, \infty) \to [0, \infty)$ is a strictly increasing function such that it is positive on $(0, \infty)$ and $\psi(0) = 0$. Then $\lambda_n \to 0$ as $n \to \infty$.

**Lemma MJ** (Proposition 1, [17]). Let $E$ be a Banach space. Suppose $K$ is a nonempty closed convex subset of $E$ and $T : K \to E$ is a continuous pseudocontractive mapping satisfying the weakly inward condition. Then for $z \in K$, there exists a unique path $t \to y_t \in K$, $t \in [0, 1)$, satisfying the following condition:

$$y_t = Ty_t + (1 - t)z.$$  

We note that in Lemma MJ if, in addition, $F(T) \neq \emptyset$, then $\{y_t\}$ is bounded. Furthermore, if $E$ is assumed to have a uniformly Gateaux differentiable norm and is such that every closed convex and bounded subset of $K$ has the fixed point property for nonexpansive self-mappings, then as $t \to 1$, the path converges strongly to a fixed point of $T$ (see [17]).

### 3. Main results

For the rest of this paper, $\{\lambda_n\}$ and $\{\theta_n\}$ are real sequences in $(0, 1]$ satisfying the following conditions: (i) $\lim_{n \to \infty} \theta_n = 0$; (ii) $\lambda_n(1 + \theta_n) \leq 1$, $\sum \lambda_n \theta_n = \infty$; (iii) $\lim_{n \to \infty} \left( \frac{\theta_{n+1}}{\lambda_n \theta_n} \right) = 0$. Examples of real sequences that satisfy these conditions are $\lambda_n = \frac{1}{(n+1)^2}$ and $\theta_n = \frac{1}{(n+1)^2}$, where $0 < b < a$ and $a + b < 1$. Also $\{y_n\}$ denotes the sequence defined by $y_n := y_n = t_n Ty_n + (1 - t_n)x_1$, $t_n = \frac{1}{\lambda_n \theta_n}$, $\forall n \geq 1$, guaranteed by Lemma MJ.

We now prove the following theorems.

**Theorem 3.1.** Let $K$ be a nonempty closed convex subset of a real Banach space $E$. Let $T : K \to K$ be a Lipschitz pseudocontractive map with Lipschitz constant $L \geq 0$ and $F(T) \neq \emptyset$. Let a sequence $\{x_n\}$ be generated from arbitrary $x_1 \in K$ by

$$x_{n+1} := (1 - \lambda_n)x_n + \lambda_n Tx_n - \lambda_n \theta_n(x_n - x_1),$$

for all positive integers $n$. Then $||x_n - Tx_n|| \to 0$ as $n \to \infty$.

**Proof.** Since $\frac{\lambda_n}{\theta_n} \to 0$ there exists $N_0 > 0$ such that $\frac{\lambda_n}{\theta_n} \leq d := \frac{1}{2(1 + L)(1 + L)}, \forall n \geq N_0$. Let $x^* \in F(T)$ and $r > 0$ be sufficiently large such that $x_{N_0} \in B_r(x^*)$ and $x_1 \in B_2(x^*)$. We split the proof into three parts.

(i) We prove $\{x_n\}$ is bounded. It suffices to show by induction that $\{x_n\}$ belongs to $B := B_r(x^*)$ for all integers $n \geq N_0$. Now, $x_{N_0} \in B$ by construction. Hence we
may assume \( x_n \in B \) for any \( n > N_0 \) and prove that \( x_{n+1} \in B \). Suppose \( x_{n+1} \) is not in \( B \). Then \( \|x_{n+1} - x^*\| > r \) and thus from the recursion formula (3.1) and Lemma 2.1 we get that

\[
\|x_{n+1} - x^*\|^2 = \|x_n - x^* - \lambda_n ((x_n - Tx_n) + \theta_n (x_n - x_1))\|^2 \\
\leq \|x_n - x^*\|^2 - 2\lambda_n ((x_n - Tx_n) + \theta_n (x_n - x_1), j(x_{n+1} - x^*)) \\
= \|x_n - x^*\|^2 - 2\lambda_n \theta_n \|x_{n+1} - x^*\|^2 \\
+ 2\lambda_n (\theta_n (x_{n+1} - x_n) - (x_n - Tx_n) + \theta_n (x_1 - x^*)) \\
+ (x_{n+1} - Tx_{n+1}) - (x_n - Tx_n), j(x_{n+1} - x^*) \\
(3.2)
\]

Since \( T \) is pseudocontractive we have \( \langle x_{n+1} - Tx_{n+1}, j(x_{n+1} - x^*) \rangle \geq 0 \). Thus, (3.2) gives

\[
\|x_{n+1} - x^*\|^2 \leq \|x_n - x^*\|^2 - 2\lambda_n \theta_n \|x_{n+1} - x^*\|^2 \\
+ 2\lambda_n \|x_{n+1} - x^*\|^2 \\
+ (2 + L) \|x_{n+1} - x_n\| \|x_{n+1} - x^*\| + \theta_n \|x_1 - x^*\| \|x_{n+1} - x^*\| \\
\leq \|x_n - x^*\|^2 - 2\lambda_n \theta_n \|x_{n+1} - x^*\|^2 \\
+ 2\lambda_n \|x_{n+1} - x^*\|^2 \\
+ (2 + L) \lambda_n \|x_n - Tx_n\| + \theta_n \|x_n - x_1\| \\
+ \theta_n \|x_1 - x^*\| \|x_{n+1} - x^*\| \\
\leq \|x_n - x^*\|^2 - 2\lambda_n \|x_{n+1} - x^*\|^2 \\
+ 2\lambda_n \left[ \lambda_n (2 + L) \left( \frac{5}{2} + L \right) r + \frac{\theta_n}{2} r \right] \|x_{n+1} - x^*\|, \\
(3.3)
\]

since \( x_n \in B \) and \( x_1 \in B = B_{r^*}(x^*) \). However, \( \|x_{n+1} - x^*\| > \|x_n - x^*\| \). So we have from (3.3) that

\[
\theta_n \|x_{n+1} - x^*\| \leq \left[ \lambda_n (2 + L) \left( \frac{5}{2} + L \right) r + \frac{\theta_n}{2} r \right],
\]

and hence \( \|x_{n+1} - x^*\| \leq r \), since \( \frac{\lambda_n}{\theta_n} \leq \frac{1}{(2 + L)(2 + L) \frac{\theta_n}{2}} \), \( \forall n \geq N_0 \). Thus we get a contradiction. Therefore, \( x_n \in B \) for all positive integers \( n \geq N_0 \) and hence the sequence \( \{x_n\} \) is bounded.

(ii) We prove \( \|x_n - y_n\| \to 0 \) as \( n \to \infty \). From the recursion formula (3.1) and Lemma 2.1 we have that

\[
\|x_{n+1} - y_{n+1}\|^2 \leq \|x_n - y_n\|^2 - 2\lambda_n \theta_n \|x_{n+1} - y_n\| \\
+ 2\lambda_n \theta_n (x_{n+1} - y_n) - (x_n - Tx_n) - \theta_n (x_n - x_1), j(x_{n+1} - y_n) \\
= \|x_n - y_n\|^2 - 2\lambda_n \|x_{n+1} - y_n\|^2 + 2\lambda_n \theta_n (x_{n+1} - x_n) \\
+ \theta_n (x_1 - y_n) - (y_n - Ty_n) - [(x_{n+1} - Tx_{n+1}) - (y_n - Ty_n)] \\
+ [(x_{n+1} - Tx_n) - (x_n - Tx_n), j(x_{n+1} - y_n)]. \\
(3.4)
\]
Observe that by the property of $y_n$ and pseudocontractivity of $T$ we have that $\theta_n(x_1 - y_n) - (y_n - Ty_n) = 0$ and $(n x_{n+1} - T x_n) - (y_n - Ty_n), j(x_{n+1} - y_n)) \geq 0$ for all $n \geq 1$. Thus, we have from (3.4) that
\[
\|x_{n+1} - y_n\|^2 \leq \|x_n - y_n\|^2 - 2\lambda_n \theta_n \|x_{n+1} - y_n\|^2 + 2\lambda_n \theta_n (x_{n+1} - x_n) + ((x_{n+1} - T x_{n+1}) - (x_n - T x_n), j(x_{n+1} - y_n)) \leq \|x_n - y_n\|^2 - 2\lambda_n \theta_n \|x_{n+1} - y_n\|^2 + 2\lambda_n (2 + L) \|x_{n+1} - x_n\| \cdot \|x_{n+1} - y_n\| \leq \|x_n - y_n\|^2 - 2\lambda_n \theta_n \|x_{n+1} - y_n\|^2 + 2\lambda_n^2 (2 + L) M_1.
\]
However, since $F(T) \neq \emptyset$, by Proposition 2 of (17) we have that $\{y_n\}$ is bounded. Therefore, there exists $M_1 > 0$ such that $\max\{\|x_{n+1} - y_n\|, \|x_n - T x_n + \theta_n (x_n - x_1)\|\} \leq M_1$. Thus from (3.5) we get that
\[
\|x_{n+1} - y_n\|^2 \leq \|x_n - y_n\|^2 - 2\lambda_n \theta_n \|x_{n+1} - y_n\|^2 + 2\lambda_n^2 (2 + L) M_1.
\]
Moreover, by the pseudocontractivity of $T$ we have that
\[
\|y_{n-1} - y_n\| \leq \|y_{n-1} - y_n + \frac{1}{\theta_n} ((y_{n-1} - T y_{n-1}) - (y_n - T y_n))\| \leq \frac{\theta_{n-1} - \theta_n}{\theta_n} (\|y_{n-1}\| + \|x_1\|) = (\frac{\theta_{n-1}}{\theta_n} - 1) (\|y_{n-1}\| + \|x_1\|).
\]
Thus, from (3.6) and (3.7) we get that
\[
\|x_{n+1} - y_n\|^2 \leq \|x_n - y_n\|^2 - 2\lambda_n \theta_n \|x_{n+1} - y_n\|^2 + M (\frac{\theta_{n-1}}{\theta_n} - 1) + 2\lambda_n^2 (2 + L) M,
\]
for some constant $M > 0$. By Lemma 2.2 and the conditions on $\lambda_n$ and $\theta_n$ we get $x_{n+1} - y_n \to 0$. Consequently, $\|x_n - y_n\| \to 0$ as $n \to \infty$.

(iii) We prove $\|x_n - T x_n\| \to 0$ as $n \to \infty$. Since $\{y_n\}$ (and hence $\{Ty_n\}$) is bounded we have $\|y_n - T y_n\| \leq (1 - t_n) \|Ty_n\| + (1 - t_n) \|x_1\| \to 0$. Hence
\[
\|x_n - T x_n\| \leq \|x_n - y_n\| + \|y_n - T y_n\| + \|Ty_n - T x_n\| \leq (1 + L) \|x_n - y_n\| + \|y_n - T y_n\| \to 0, \text{ as } n \to \infty.
\]
This completes the proof of the theorem. \hfill \square

Remark 3.2. Theorem 3.1 provides an appropriate fixed point sequence for a Lipschitz pseudocontractive map in a real Banach space, thus resolving Question 1 in the affirmative.

Theorem 3.3. Let $K$ be a nonempty closed convex subset of a real Banach space $E$ with a uniformly Gâteaux differentiable norm. Let $T : K \to K$ be a Lipschitz pseudocontractive map with Lipschitz constant $L \geq 0$ and $F(T) \neq \emptyset$. Suppose every closed convex and bounded subset of $K$ has the fixed point property for nonexpansive self-mappings. Let a sequence $\{x_n\}$ be generated from arbitrary $x_1 \in K$ by
\[
x_{n+1} := (1 - \lambda_n) x_n + \lambda_n T x_n - \lambda_n \theta_n (x_1 - x_n),
\]
for all positive integers $n$. Then $\{x_n\}$ converges strongly to a fixed point of $T$. \hfill \square

Proof. As in the proof of Theorem 3.1 we get that $\|x_n - y_n\| \to 0$ as $n \to \infty$, and by Theorem 1 of (17) we have that $y_n \to x^* \in F(T)$. The conclusion follows. \hfill \square
Corollary 3.4. Let $E$ be a real Banach space with a uniformly Gâteaux differentiable norm. Let $A : E \to E$ be a Lipschitzian accretive operator with Lipschitz constant $L' \geq 0$ and $N(A) \neq \emptyset$, where $N(A) := \{ x \in E : Ax = 0 \}$. Suppose every closed convex and bounded subset of $E$ has the fixed point property for nonexpansive self-mappings. Let a sequence $\{ x_n \}$ be generated from arbitrary $x_1 \in E$ by

$$x_{n+1} = x_n - \lambda_n Ax_n - \lambda_n \theta_n(x_n - x_1),$$

for all positive integers $n$. Then $\{ x_n \}$ converges strongly to a solution of the equation $Ax = 0$.

Proof. Since $T := (I - A)$ is a Lipschitz pseudocontractive map with Lipschitz constant $L := (L' + 1)$ and the fixed point of $T$ is the solution of the equation $Ax = 0$, the conclusion follows from Theorem 3.3.

Corollary 3.5. Let $K$ be a nonempty closed convex subset of a real uniformly smooth Banach space $E$. Let $T : K \to K$ be a Lipschitz pseudocontractive map with Lipschitz constant $L \geq 0$ and $F(T) \neq \emptyset$. Let a sequence $\{ x_n \}$ be generated from arbitrary $x_0 \in K$ by

$$x_{n+1} = (1 - \lambda_n)x_n + \lambda_n Tx_n - \lambda_n \theta_n(x_n - x_1),$$

for all positive integers $n$. Then $\{ x_n \}$ converges strongly to a fixed point of $T$.

Proof. Since every uniformly smooth Banach space has uniformly Gâteaux differentiable norm and every closed bounded convex subset of $K$ has the fixed point property for nonexpansive self-mappings (see, e.g., [26]), the conclusion follows from Theorem 3.3.

Remark 3.6. In Theorem 3.1, if in addition $K$ is bounded, then by Proposition 2 of [17], the sequence $\{ y_n \}$ is bounded. Therefore, the condition that $F(T) \neq \emptyset$ will not be required in the proof. Hence, we have the conclusions of Theorem 3.3 and Corollary 3.5 without the assumption that $F(T) \neq \emptyset$.

Remark 3.7. Theorem 3.3 and Corollaries 3.4 and 3.5 provide convergence results for fixed points of Lipschitz pseudocontractive maps (or for zeros of accretive maps) in real Banach spaces much more general than Hilbert spaces. In particular, Theorem 3.3 and Corollary 3.5 independently provide an affirmative answer to Question 2.

Remark 3.8. We first remark that the existence of a path for Lipschitz pseudocontractive maps was first established by Morales [16]. We also note that Bruck [1] studied the recursion formula (3.1) for approximating solutions of the equation $Au = 0$ in a Hilbert space, where $A$ is an $m$-accretive operator. He required that $\lambda_n$ and $\theta_n$ be acceptably paired sequences, i.e., that they satisfy the following conditions: $\{ \theta_n \}$ is decreasing, $\lim_{n \to \infty} \theta_n = 0$ and there exists a strictly increasing sequence $\{ n(i) \}_{i=1}^\infty$ of positive integers such that (i) $\liminf_{i} \frac{n(i+1)}{n(i)} \lambda_j > 0$, (ii) $\lim_{i} (\theta_{n(i)} - \theta_{n(i)+1}) \sum_{j=n(i)}^{n(i+1)} \lambda_j = 0$, and (iii) $\lim_{i} \sum_{j=n(i)}^{n(i+1)} \lambda_j^2 = 0$. An example of acceptably paired sequences is $\lambda_n = n^{-1}$, $\theta_n = (\log \log n)^{-1}$, $n(i) = i^i$ (see, e.g., [1]).
on real uniformly convex Banach spaces with a duality mapping that is weakly sequentially continuous at zero and with \( \lambda_n \) and \( \theta_n \) satisfying conditions slightly stronger than our conditions as given at the beginning of Section 3.

A comparison of formula (3.1) with \( \lambda_n \) and \( \theta_n \) being acceptably paired, formulas (1.4) in which \( \alpha_n \) and \( \beta_n \) can be chosen as \( \alpha_n = \beta_n = (1 + \beta_n)^{-1/2} \) for all integers \( n \geq 0 \), and formulas (1.5) with \( \{\alpha_n\}, \{\mu_n\} \) having the so-called property (A), all of which have been used to approximate fixed points of Lipschitz pseudocontractive maps in Hilbert spaces, shows that formulas (1.4) are, perhaps, the best because of the ease of the choices of \( \alpha_n \) and \( \beta_n \). This probably is the reason for the interest in and extensive study of the Ishikawa iteration method.

But now, in our study in this paper of the recursion formula (3.1), our technique of proof makes it possible for us to dispense with the requirement that \( \lambda_n \) and \( \theta_n \) be acceptably paired sequences. As has been noted at the beginning of Section 3, \( \lambda_n \) and \( \theta_n \) can now be chosen as easily as \( \alpha_n \) and \( \beta_n \) are chosen in the Ishikawa method. Moreover, formula (3.1) requires less computer time than formula (1.4) of the Ishikawa method. Furthermore, formula (3.1) allows the approximation of fixed points of Lipschitz pseudocontractive maps (when they exist) in real Banach spaces much more general than Hilbert spaces. Given these advantages of formula (3.1) over formulas (1.4), it is clear that the iteration method studied in this paper is superior to the Ishikawa iteration method that has been studied extensively in recent years by various authors.
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