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The variable structure design concept has been successfully incorporated to establish a model reference adaptive controller for multivariable plants with arbitrary generalized relative degree and with the aim of achieving global stability, good robustness and well-behaved tracking performances.
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Abstract—It is well known that undesirable transient responses and tracking performances have been frequently observed in traditional model reference adaptive control (MRAC) problems, especially for multivariable plants with unmodeled dynamics and output disturbances. In this paper, a new robust model reference adaptive control using variable structure design (VSD) is proposed to investigate the solution. Based on a definition of generalized relative degree (GRD) for multivariable plants, the general case for plants with arbitrary GRD is completely solved. It is shown that, even when the uncertainties are present, global stability and robustness of the closed-loop control system are achieved. Furthermore, without any persistence of excitation, the tracking errors will, at least asymptotically, converge to zero for GRD-one plants and to a small residual set for plants with any higher GRD. With a suitable choice of initial control parameters, the tracking errors can even be driven to zero in finite time for GRD-one plants and to a small residual set exponentially for plants with any higher GRD.

Copyright © 1996 Elsevier Science Ltd.

1. INTRODUCTION

With advances in designing adaptive controllers for single-input single-output (SISO) dynamical systems, a multi-input multi-output (MIMO) model reference adaptive control system has been proposed by Elliott and Wolovich (1982). Since an important problem for parameterization of an MIMO plant in the context of MRAC is the determination of its interactor matrix (Wolovich and Falb, 1976), some research has been conducted on how to use less a priori knowledge of the interactor matrix to design an adaptive controller (Das, 1986; Dion et al., 1988) and or how to decide the interactor matrix from information on the relative degree of each entry of the MIMO transfer matrix (Singh and Narendra, 1984; Asano et al., 1990). However, the robustness problem and/or tracking performance are not addressed in the above work. Hence another line of research, such as that by Tao and Ioannou (1988), is focused on the development of the MRAC scheme for MIMO systems with unmodeled dynamics and output disturbances. Solving the problem of unpredictable transient response and tracking performance has recently become one of the challenging aspects of MRAC. A considerable amount of effort has been made to improve these schemes to obtain better control responses. It should be noted that the variable structure design (VSD) or switching mechanism with high-gain feedback is now frequently used to design controllers or update laws for SISO plants (Hsu and Costa, 1989; Hsu, 1990; Fu, 1991; Narendra and Boković, 1992; Miller and Davison, 1991) and a class of MIMO plants (Tao and Ioannou, 1989; Chien and Fu, 1992) in order to overcome these difficulties. For SISO linear time-invariant systems, the so-called VS-MRAC scheme, first proposed by Hsu and Costa (1989) incorporates switching on the adjustable parameters $\theta$ to achieve tracking performance. The robustness problem of the VS-MRAC scheme was discussed by Costa and Hsu (1992). The later work by Fu (1991) applied switching not only to parameter adaptation but also to plant control input with the consideration of unmodeled dynamics and output disturbances. However, only plants of relative degree one are...
considered in the above papers. Owing to the assumption that only input–output measurement is available, the extension of the above-mentioned adaptive variable structure design to that for systems with arbitrary relative degree is difficult. A special case for plants of relative degree two with uncertainties was discussed by Fu (1992), who obtained good tracking performance. On the other hand, the VS-MRAC scheme was extended to the general case of plants of arbitrary relative degree by Hsu (1990); however, the robustness issue was not addressed and the crucial assumption that ‘equivalent control’ is measurable was overly restrictive. Furthermore, a combined direct, indirect and variable structure design approach can be found in the work by Narendra and Bøsković (1992).

For MIMO linear time-invariant plants, relatively fewer results are found in this field. The first work to study the robustness of MIMO MRAC schemes by using variable structure design was that of Tao and Ioannou (1989). Later, Chien and Fu (1992) introduced the variable structure concept into the design of controller for MIMO plants in order to guarantee the robustness and performance of the closed-loop system. However, both results are not for the general case, and are limited to a class of multivariable plants.

In this paper, some prior information for multivariable plants, such as the interactor matrix, is used to develop a new adaptive variable structure scheme for solving problems with global stability, robustness, tracking and transient performances existing in traditional MRAC systems. By a definition of generalized relative degree (GRD) for multivariable plants, the adaptive variable structure controllers here are then designed for the arbitrarily GRD case (the so-called general case; Hsu, 1990). Compared with previous work, which used adaptive variable structure design or the traditional robust adaptive approaches for the linear MRAC problem, this paper has the following special features.

(i) This is the first work that applies the adaptive variable structure design for multivariable unknown plants in the general case under the robustness consideration.

(ii) The control strategy using the concept of ‘average control’ rather than ‘equivalent control’ is thoroughly analyzed.

(iii) A systematic design approach is proposed for multivariable plants with arbitrary GRD, and a new adaptation mechanism is developed so that prior upper bounds on some appropriately defined but unavailable system parameters are not needed. It is shown that, without any persistent excitation, global stability and robustness with asymptotic tracking performance can be guaranteed. The output tracking errors can be driven to zero for GRD-one systems and to a small residual set (whose size depends on the level of magnitude of some design parameter) for systems with any higher GRD. Both results are achieved even when unmodeled dynamics and output disturbances are present.

(iv) If the aforementioned bounds on the system parameters are available by some means before controller design then, with a suitable choice of initial control parameters, the output tracking errors can even be driven to zero in finite time for GRD-one systems and to a small residual set exponentially for systems with any higher GRD. It should be noted that these bounds are usually assumed to be known before the construction of the variable structure controller (Hsu, 1990) or the robust adaptation law (switching σ modification; Tao and Ioannou, 1988).

In order to make a comparison between the proposed adaptive variable structure scheme and the traditional approaches, we choose the robust adaptive MRAC scheme with switching σ modification (Tao and Ioannou, 1988) for computer simulations, since this is the only work that successfully solves the general case of the robust MRAC problem for MIMO plants to date. The differences in tracking performance between these two schemes will be easily observed from the simulation results, and some remarks about the advantages of our design will also be made.

The theoretical framework in this paper is developed on the basis of Filippov’s (1964) solution concept for differential equation with discontinuous right-hand side. In the subsequent discussion, the following notation will be used.

(i) \( G(s)[u](t) \) denotes the filtered version of \( u(t) \) with a proper or strictly proper transfer function (matrix) \( G(s) \).

(ii) \( \| . \| \) denotes the absolute value of a scalar or the Euclidean norm of a vector or matrix.

(iii) \( \| \cdot \|_{\infty} = \sup_{r \in [0]} (\cdot)(t) \) denotes the truncated \( L_{\infty} \) norm of the argument function or vector.

(iv) \( \| G(s) \|_{\infty} \) denotes the \( H_{\infty} \) norm of the transfer function \( G(s) \).
The paper is organized as follows. In Section 2, we give a detailed problem formulation including plant parameterization, control objective, plant assumptions and definition of GRD, and derive a suitable error equation between the plant and reference model. Based on the concept of GRD, a robust adaptive variable structure controller is proposed in Section 3 for multivariable systems with GRD equal to one. An extension of this controller design concept to systems with GRD greater than one is presented in Section 4. Section 5 gives simulation results of an aircraft model to demonstrate the effectiveness of the adaptive variable structure controller, which is compared with a traditional robust adaptive approach. Finally, conclusions are drawn in Section 6.

2. PROBLEM FORMULATION

2.1. Plant description and MRI matrix

The interactor matrix (Wolovich and Falb, 1976; Elliott and Wolovich, 1982, 1984; Das, 1986; Dion et al., 1988; Tao and Ioannou, 1988) or the Hermite normal form (Singh and Narendra, 1984) plays an important role in parameterizing MIMO plants in the context of MRAC for either continuous-time or discrete-time systems. In this paper, however, the focus is on how to design an adaptive variable structure control scheme such that global stability is guaranteed in the presence of unmodeled dynamics and output disturbances and such that the tracking performance is improved compared with traditional MRAC systems. To suit our purpose, we choose the concept of modified right interactor (MRI) matrix (Tao and Ioannou, 1988) for plant parameterization in the following discussion.

Consider an MIMO linear time-invariant plant with \( n \) inputs and \( n \) outputs described by the equation

\[
P_r(t) = P_o(s)[I + \mu \Delta P_u(s)][u_p](t) + d_o(t)
\]

where \( P_o(s) \) is the strictly proper rational transfer matrix of the nominal plant, \( \mu \Delta P_u(s) \) is the multiplicative unmodeled dynamics with some \( \mu \in \mathbb{R}^+ \), and \( d_o \in \mathbb{R}^n \) is the output disturbance. It has been shown (Tao and Ioannou, 1988) that if the nominal plant \( P_o(s) \) (i.e. when \( \mu = 0, \quad d_o = 0 \)) is strictly proper rational with full rank then there exists an upper-triangular polynomial matrix \( \xi(s) \) defined as the MRI matrix of \( P_o(s) \) such that

\[
\lim_{s \to \infty} P_o(s)\xi(s) = K_r,
\]

where \( K_r \) is nonsingular. Let \( S_r \) be a matrix such that \( K_r S_r \equiv \Gamma_r \) is positive-definite. Then the following lemma will employ the notion of the MRI matrix to give a parameterization of the plant \( P_o(s) \) that is useful in designing MRAC schemes.

**Lemma 2.1.** The MIMO linear time-invariant plant

\[
y_p(t) = P_o(s)[u_p](t),
\]

with \( P_o(s) \) strictly proper rational with full rank, may be represented as

\[
u_p = \frac{1}{f(s)} I\xi(s)S_r[v](t)\]

\[
y_p = \frac{P_o(s)}{f(s)} I\xi(s)S_r[v](t)
\]

\[
= P_r(s)v(t),
\]

where \( \xi(s) \) is the MRI matrix of \( P_o(s) \) with high-frequency gain matrix \( K_r \), and \( f(s) \) is an arbitrary Hurwitz polynomial whose degree \( \rho \) is equal to the maximum degree of the elements of \( \xi(s) \). Furthermore, the MRI matrix of \( P_o(s) \) is the diagonal matrix \( f(s)I \), and the high-frequency gain matrix of \( P_o(s) \) is equal to \( K_r S_r \equiv \Gamma_r \). 

2.2. Control objective, plant assumptions and generalized relative degree

By the parameterization of the nominal plant \( P_o(s) \) described in Lemma 2.1, we can now rewrite (1) as

\[
\begin{align*}
\xi_o(t) &= G_o(s)[v](t) + d_o(t), \\
u_p &= \frac{1}{f(s)} I\xi_o(s)S_r[v](t),
\end{align*}
\]

where

\[
G_o(s) = P_o(s)[I + \Delta P_u(s)],
\]

with

\[
P_r(s) = P_o(s)\frac{1}{f(s)} I\xi(s)S_r,
\]

\[
\Delta P_u(s) = S_r^{-1}\xi^{-1}(s)\Delta P_o(s)\xi(s)S_r.
\]

Now the nominal plant for our controller design has been reformulated as \( P_r(s) \), so that it has a diagonal MRI matrix \( f(s)I \) and a positive high-frequency gain matrix \( \Gamma_r \). The signal \( v(t) \) is the new design input for this parameterization, and will be specified later.

Now suppose that \( P_r(s) \) is not precisely known but some prior knowledge about its structure may be available. The control objective is to
design \( u_p(t) \) such that the outputs \( y_p(t) \) of the plant track the outputs \( y_m(t) \) of a linear time-invariant reference model described by

\[
y_m(t) = M(s) r_m(t)
\]

where \( M(s) \) is a stable strictly proper rational matrix and \( r_m(t) \) is a uniformly bounded reference input vector. Now, in order to achieve such an objective, we need some assumptions on the modeled part of the plant and the reference model as well as the unmodeled part of the plant. These assumptions heavily depend on the aforementioned plant parameterization, and are made in the following.

For the modeled part of the plant and reference model,

(S1) the MRI matrix \( \xi(s) \) of \( P_0(s) \) is known a priori;

(S2) an upper bound \( v \) on the observability index of

\[
P_r(s) = P_0(s) \frac{1}{f_r(s)} \xi(s) S_r
\]

is known;

(S3) a matrix \( S_r \) such that \( K_r S_r = I_r \) is positive-definite is known;

(S4) \( P_0(s) \) is nonsingular and has stable zeros (minimum phase);

(S5) The degree \( \rho \) of \( f_r(s) \) is chosen such that \( f_r(s) / M(s) \) is proper and stable.

For the unmodeled part of the plant,

(S6) the unmodeled dynamics \( \Delta P_0(s - k_i) \) is a strictly proper and stable transfer matrix such that \( |D| < a_1, \| [\Delta P_0(s - k_i) s - D] (s + a_2) \|_w < a_1 \), for some constants \( a_1, a_2 > 0 \), where

\[
D = \lim_{s \to \infty} \Delta P_0(s)
\]

and \( \| X(s) \|_w = \sup_{w \in \Omega} |X(jw)| \) (Tao and Ioannou, 1988);

(S7) the output disturbances are differentiable and the upper bounds on \( |d_u(t)| \) and \( |(d/dt) d_u(t)| \) exist.

**Remark 2.1.**

- Assumption (S1) is equivalent to the assumption of known relative degree in SISO MRAC systems. It has been shown (Tao and Ioannou, 1988; Singh and Narendra, 1984) that, by designing a precompensator \( C(s) \) for \( P_0(s) \), the interactor matrix can generically be determined from the relative degree of each entry of \( P_0(s) \). A systematic approach via network theory has been proposed as an efficient algorithm to determine the optimal precompensator in the sense that the total relative degree is minimum (Asano et al., 1990).

- Assumption (S2) is equivalent to the assumption of a known upper bound on the order of the transfer function in SISO MRAC systems, and is used to parameterize MIMO MRAC systems. It should be noted that this knowledge is necessary to achieve exact model matching in the context of the model reference control when uncertainties are absent.

- Assumption (S3) is equivalent to the assumption of a known sign of the high-frequency gain in SISO MRAC systems, and is used to develop a stable adaptation law.

- The minimum-phase assumption (S4) on the nominal plant \( P_0(s) \) is to guarantee internal stability, since the model reference control involves cancellation of the plant zeros. However, as noted by Tao and Ioannou (1988), this assumption does not imply that the overall plant (1) possesses the minimum-phase property.

- The latter part of assumption (S6) is simply to emphasize the fact that \( \Delta P_0(s) \) are uncorrelated with \( \mu \) in all cases (Ioannou and Tsakalis, 1988). The reasons for assumption (S7) will be clear in the proofs of Theorem 3.1 and 4.1.

In order to facilitate the presentation of controller design and its subsequent analysis, we now give a definition of ‘generalized relative degree’ of an MIMO plant based on the discussion of the MRI matrix in Remark 2.1. It is well known that the relative degree of a transfer function \( p_0(s) \) can be defined as the degree of the monic polynomial \( \xi(s) \) such that

\[
\lim_{s \to \infty} p_0(s) \xi^*(s) = k_p \neq 0.
\]

A similar idea can now be used to define the generalized relative degree as follows.

**Definition 2.1.** For a multivariable plant with strictly proper rational transfer matrix \( P_0(s) \), the generalized relative degree (GRD) of \( P_0(s) \) is defined as the maximum degree of elements of the MRI matrix \( \xi(s) \) of \( P_0(s) \) such that

\[
\lim_{s \to \infty} P_0(s) \xi^*(s) = K_r,
\]

where \( K_r \) is nonsingular.

**Remark 2.2.** According to the parameterization described in Lemma 2.1, the degree of \( f_r(s) \) is
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equal to the maximum degree of elements of \( \xi(s) \). Hence the GRD of the parameterized nominal plant \( P_\theta(s) \) is also equal to that of \( P_\varphi(s) \). In other words, the GRD is invariant under the parameterization given by Lemma 2.1.

2.3. MRC-based error model

Since the plant parameters are assumed to be unknown, a basic strategy from traditional MRAC (Narendra and Annaswamy, 1988) is now used to construct the error model between \( \hat{y}_N \) and \( y_m \). Instead of applying the traditional MRAC technique, a new adaptive variable structure control will be given here in order to pursue better robustness and tracking performance. Specifically, when the parameterization (3)–(6) is used, the control inputs are designed in the following form:

\[
\begin{aligned}
u(t) &= \Theta_0(t) r(t) + \Theta_1^T(t) w_1(t) \\
&\quad+ \Theta_2^T(t) \tilde{w}_2(t) + \Theta_3 y_p(t),
\end{aligned}
\]

where

\[
\begin{aligned}
\Theta_1 &= [\Theta_{11} \ldots \Theta_{1,v-1}]^T, \\
\Theta_2 &= [\Theta_{21} \ldots \Theta_{2,v-1}]^T, \\
\Theta_0, \Theta_3, \Theta_0 &\in \mathbb{R}^{n \times n},
\end{aligned}
\]

\[
w_1(t) = \frac{A(s)}{n(s)} [v](t),
\]

\[
\begin{aligned}
\tilde{w}_2(t) &= \frac{A(s)}{n(s)} [\varphi_p](t), \\
A(s) &= [I \ sI \ldots s^{n-2}].
\end{aligned}
\]

with \( n(s) \) being an arbitrary monic Hurwitz polynomial of degree \( v-1 \), and \( r(t) \) is to be defined shortly. It can be shown (Tao and Ioannou, 1988; Narendra and Annaswamy, 1988) that, when \( \mu = 0 \) and \( d_o = 0 \), constant matrices \( \Theta_i, i = 0, 1, 2, 3, \) exist such that for \( \Theta_i(t) = \Theta_i^*, \) the closed-loop transfer matrix from \( r(t) \) to \( y_p(t) \) is equal to \( [1/f(s)] \). Let the reference model \( M(s) \) be chosen such that \( f(s)M(s) \) is proper. Then it can be easily verified that \( r(t) = f(s)M(s)[r_m](t) \).

Now, consider the existence of unmodeled dynamics and output disturbances, and decompose the signal \( \tilde{w}_2(t) \) in (8) into two components, \( \tilde{w}_2(t) = w_2(t) + w_{2d}(t) \), where

\[
w_2(t) = \frac{A(s)}{n(s)} [y_p](t),
\]

\[
w_{2d}(t) = \frac{A(s)}{n(s)} [d_o](t).
\]

Further define the traditional control parameters \( \Theta = [\Theta_0 \ \Theta_1^T \ \Theta_2^T \ \Theta_3]^T \in \mathbb{R}^{2n \times n} \) and the signal vectors \( \tilde{w}(t), w(t) \) and \( w_{2d}(t) \) as

\[
\begin{bmatrix}
\tilde{w} \\
w_1 \\
\tilde{w}_2 \\
y_p \\
w_{2d}
\end{bmatrix} =
\begin{bmatrix}
r \\
w_1 \\
w_2 \\
y_p \\
w_{2d}
\end{bmatrix} = w + w_{a}. \quad (9)
\]

One can easily show using the matching condition described above that if unmodelled dynamics and output disturbances exist and \( \nu \) is expressed in an implicit form as

\[
\begin{aligned}
u &= \Theta_0^T A(s) \frac{[v + \mu \Delta P_w(s)[v]]}{n(s)} \\
&\quad+ \Theta_2^T A(s) \frac{[\tilde{y}_p - d_o]}{n(s)} \\
&\quad+ \Theta_3 [\tilde{y}_p - d_o] + \Theta_2 \nu - \mu \Delta P_w(s)[v] \\
&= \Theta_0^T \tilde{w} + \Theta_2^T A(s) \frac{\mu \Delta P_w(s)[v]}{n(s)} \\
&\quad- \Theta_3 \tilde{w}_p - \mu \Delta P_w(s)[v]
\end{aligned}
\]

then \( y_p(t) = M(s)[r_m](t) \). Hence, from the input–output operator point of view, we have

\[
\begin{aligned}
\tilde{y}_p(t) &= y_p(t) + d_o(t) \\
&= \frac{1}{f(s)} I(\Theta_i^* - 1)[v - \Theta_i^* \tilde{w} + \Theta_i^* w_{2d}] \\
&\quad+ \mu \Delta(s)[v] + r(t) + d_o(t), \quad (10)
\end{aligned}
\]

where

\[
\Delta(s)[v](t) - \left[I \ \Theta_0^T A(s) \right] \frac{\Delta P_w(s)[v]}{n(s)}[v](t).
\]

We now define the tracking errors \( e(t) = \tilde{y}_p(t) - y_m(t) \), and use (10) with \( \Theta_i^* = I \) to obtain the following error model:

\[
\begin{aligned}
e(t) &= \frac{1}{f(s)} I(\Theta_i^* - 1)[v - \Theta_i^* \tilde{w} + \Theta_i^* w_{2d}] \\
&\quad+ \mu \Delta(s)[v](t) + d_o(t). \quad (11)
\end{aligned}
\]

In the following sections, a new adaptive variable structure scheme is proposed for MIMO plants with arbitrary GRD. However, the control structure is much simpler for a GRD-one system, and hence in Section 3 we shall first discuss this class of systems. Based on the analysis for GRD-one systems, the general case can then be presented in a more straightforward manner in Section 4.

3. THE CASE OF GENERALIZED RELATIVE DEGREE ONE

When \( P_\varphi(s) \) (and hence \( P_\theta(s) \)) is of GRD-one, the designed Hurwitz polynomial \( f(s) \) is of first order and the reference model \( M(s) \) can be
chosen to be strictly positive real (SPR) (Narendra and Annaswamy, 1988). The error model (11) can now be rewritten as

\[ e_s(t) = \frac{1}{f_3(s)} \Gamma(t)[v - \Theta^T \omega + \Theta^T w_d] + \mu \Delta(s)[v] + \Theta \omega \Gamma(d_o)[t]. \]  

(12)

In the error model (12), the terms \( \Theta^T \omega \), \( \Theta^T w_d \), \( \Theta \omega \Gamma \) are the uncertainties due to the unknown plant parameters, output disturbances and unmodeled dynamics respectively. Let \( (A_m, B_m, C_m) \) be any minimal realization of \( \Gamma^{-1} \), that is SPR. Then we can get the following state-space representation of (12):

\[ \dot{e}_s(t) = A_m e(t) + B_m [v(t) - \Theta^T \omega] + \Theta^T \omega \Gamma(d_o)[t], \]  

(13)

\[ e_s(t) = C_m e(t) \]

where the triplet \( (A_m, B_m, C_m) \) satisfies

\[ P_m A_m + A_m^T P_m = -2Q_m, \quad P_m B_m = C_m^T \]  

(14)

for some \( P_m = P_m^T > 0 \) and \( Q_m = Q_m^T > 0 \).

The adaptive variable structure controller for GRD-one plants can now be summarized as follows:

(i) Construct the regressor signal \( \omega(t) \) as (9) and the normalization signal \( m(t) \) (Ioannou and Tsakalis, 1986) as the state of the system

\[ \dot{m}(t) = -\delta_0 m(t) + \delta_1 |v(t)| + 1, \]  

(15)

where \( \delta_0, \delta_1 > 0 \) and \( \delta_0 + \delta_2 < \min(k_1, k_2) \) for some \( \delta_2 > 0 \). The parameter \( k_2 > 0 \) is selected such that the poles of \( \xi^{-1}(s - k) \) and the zeros of \( n(s - k) \) are stable, which is always achievable.

(ii) Design the control signal \( v(t) \) as

\[ v(t) = -\text{sgn} \left( e_o(t) \right) \left[ \beta_1(t) |\omega(t)| \right] + \beta_2(t) + \beta_3(t) m(t) \]  

(16)

where \( \text{sgn} (e_o) = [\text{sgn} (e_{o1}), \text{sgn} (e_{o2}), \ldots, \text{sgn} (e_{on})]^T \).

(iii) The adaptation law for the control parameters is given as

\[ \beta_1(t) = g_1 |e_o(t)| |\hat{\omega}(t)|, \quad \beta_2(t) = g_2 |e_o(t)|, \quad \beta_3(t) = g_3 |e_o(t)| m(t), \]  

(17)

where \( g_j > 0 \) is the adaptation gain and \( \beta_j(0) > 0 \) (in general, as large as possible) for \( j = 1, 2, 3 \).

Remark 3.1. The design concept of the adaptive variable structure controller (15), (16) is simply to construct some feedback signals to compensate for the uncertainties for the following reasons:

- with the construction of \( m \), it can be shown (Ioannou and Tsakalis, 1986) that \( \Delta(s)[v] \leq \gamma m(t) \forall t \geq 0 \) for some constant \( \gamma > 0 \);
- using assumption (S7), it can be easily found that \( |w_d(t)| \leq \lambda \) and \( |f_3(s)|d_o(t)| \leq \delta \) for some positive \( \lambda, \delta > 0 \).

Now, we are ready to state our results concerning the properties of global stability, robust property and tracking performance of our new adaptive variable structure scheme with a GRD one system.

Theorem 3.1. (Global stability, robustness and asymptotic zero tracking performance). Consider the system (3)-(6) satisfying assumptions (S1)-(S7), with the degree of \( f_3(s) \) being one. If the control input is designed as in (15) and (16) and the adaptation law is chosen as in (17) then there exists \( \mu^- > 0 \) such that for \( \mu \in [0, \mu^-] \), all signals inside the closed-loop system are bounded and the tracking errors will converge to zero asymptotically.

Proof. Consider the Lyapunov function

\[ V_6 = \frac{1}{2} e^T P_m e + \sum_{j=1}^{3} \frac{1}{g_j} (\beta_j - \beta_j^*)^2, \]

where \( P_m \) satisfies (14), and \( \beta_1^* = |\Theta^*|, \beta_2^* = |\Theta^*| \lambda + |\Theta^*| \delta \) and \( \beta_3^* = \mu^* \gamma, \) with \( \mu^* \) defined in the Appendix. Then the time derivative of \( V_6 \) along the trajectory (13), (17) will be

\[ \dot{V}_6 = -c^T Q_m c + c^T [v - \Theta^T \omega] + \Theta^T w_d \]

\[ + \mu \Delta(s)[v] + \Theta \omega \Gamma(d_o)[t] + \sum_{j=1}^{3} \frac{1}{g_j} (\beta_j - \beta_j^*)^2 \]

\[ \leq -c^T Q_m c - |c| (\beta_1 - \beta_1^*) |\omega| \]

\[ - |c| (\beta_2 - \beta_2^*) |e_o| (\beta_3 - \beta_3^*) m \]

\[ + \sum_{j=1}^{3} \frac{1}{g_j} (\beta_j - \beta_j^*)^2 \]

\[ \leq -q_m |c|^2 \]

for some constant \( q_m > 0 \). This implies that \( c \in L^2 \cap L^\infty \) and \( \beta_1, \beta_2, \beta_3, e_o \in L^\infty \), and hence all signals inside the closed-loop system are bounded owing to Lemma A.1 in the Appendix. On the other hand, it can be concluded that \( e \in L^\infty \) by (13). Hence \( e \in L^2 \cap L^\infty \) and \( e \in L^\infty \).
readily imply that $e$ and $e_\omega$ will at least converge to zero asymptotically by Barbalat's lemma (Narendra and Annaswamy, 1988).

In Theorem 3.1, a suitable integral adaptation law is given to compensate for the unavailable knowledge of the bounds on $\beta_j^*, j = 1, 2, 3$. Theoretically, the adaptive variable structure controller will stabilize the closed-loop system with guaranteed robustness and asymptotic zero tracking performance no matter what the $\beta_j(0)$ are. However, according to the following theorem, we expect that positive and large values of $\beta_j(0)$ should result in better transient response and tracking performance, especially when $\beta_j(0) > \beta_j^*$.

**Theorem 3.2. (Finite-time zero tracking performance with high-gain design).** Consider the system setup in Theorem 3.1. If $\beta_j(0) \geq \beta_j^*$, $j = 1, 2, 3$, then the output tracking errors will converge to zero in finite time, with all signals inside the closed-loop system remaining bounded.

**Proof.** Consider the Lyapunov function $V_\omega = \frac{1}{2}e^TP_me$, where $P_m$ satisfies (14). The time derivative of $V_\omega$ along the trajectory (13) becomes

$$V_\omega = -e^TQ_me - |e_\omega| (\beta_1 - \beta_1^*) |\dot{w}|$$

$$\leq \frac{1}{2}e^TQ_me - |e_\omega| (\beta_1 - \beta_1^*) m$$

for some $k_1 > 0$, since $\beta_j(t) \geq \beta_j^* \forall t \geq 0$. This implies that $e_\omega$ approaches zero at least exponentially fast. Furthermore, from the fact that

$$e_3^T(\Gamma^{-1}_r - \dot{e}_\omega) = e_3^T(\Gamma^{-1}_r - \dot{e}_\omega) (C_mA_m \dot{e}_\alpha + C_mB_m [\dot{u} - \Theta^T \dot{w}] + \Theta^T \dot{w}_a + \mu \Delta(s)[u] + \Theta^T \dot{f}_s(d_s))$$

$$\leq |e_\alpha| (k_4 |e| - (\beta_1 |\dot{w}| + \beta_2$$

$$+ \beta_3 m - \beta_3 |\dot{w}| - \beta_2 |\dot{w}| - \beta_2 |m|),$$

where $k_4 = |\Gamma^{-1}_r - C_mA_m|$, and the fact that $|e|$ approaches zero at least exponentially fast, there exists a finite time $T_1 > 0$ such that $e_3^T(\Gamma^{-1}_r - \dot{e}_\omega) \leq -k_5 |e_\omega|$ for all $t > T_1$ and for some $k_5 > 0$. Note that

$$e_3^T(\Gamma^{-1}_r - \dot{e}_\omega) = \frac{d}{dt} e_3^T(\Gamma^{-1}_r - \dot{e}_\omega) = \frac{d}{dt} (e_3^TU Te_\omega),$$

where $U$, satisfying $U^TU = \frac{1}{2}(\Gamma^{-1}_r + \Gamma^{-1}_r)$, is symmetric positive-definite, so that

$$\frac{d}{dt} |Ue_\omega| \leq -k_5 |e_\omega| \leq -k_5 \frac{1}{|U|} |Ue_\omega| < 0$$

for all $t \geq T_1$ when $|Ue_\omega| \neq 0$. This implies that the sliding surfaces $Ue_\omega = 0$ are guaranteed to be reached in some finite time $T_2 > T_1 > 0$. Then the nonsingularity of the matrix $U$ readily implies the finite-time convergence of the output tracking errors $e_\omega$.

**Remark 3.2.** Although theoretically only asymptotic zero tracking performance is achieved when the initial control parameters are chosen arbitrarily one is encouraged to set the adaptation gain $g_j$ in (17) as large as possible. This is because large adaptation gains will provide high adaptation speed, and hence increase the control parameters to a suitable level of magnitude so as to achieve a satisfactory performance as quickly as possible. These expected results can be observed in the simulation examples, and some comments will also be addressed in that section.

4. THE CASE OF ARBITRARY GENERALIZED RELATIVE DEGREE

When the GRD of $P_\omega(s)$ is greater than one, the reference model $M(s)$ is no longer SPR, so that the controller design becomes more complicated. The adaptive variable structure control scheme for a multivariable system (1) (or equivalently (3)) with GRD $\geq 2$ that satisfies assumptions (S1)–(S7) is now designed as follows.

**Systematic design procedures**

(i) Choose an operator $L_i(s) = l_i(s) \cdots l_p^{-1}(s) = (s + \alpha_1) \cdots (s + \alpha_{p-1})$ such that $[1/l_i(s)]L_i(s)$ is SPR.

(ii) Define the augmented signal

$$y_i(t) = \frac{1}{l_i(s)}L_i(s) \left[ -v_1 + \frac{1}{L_1(s)} I[u] \right](t)$$

and auxiliary errors

$$e_1(t) = e_\omega(t) - y_i(t),$$

$$e_2(t) = -[v_1]_{av} + \frac{1}{l_1(s)} I[v_2](t),$$

$$e_3(t) = -[v_{p-1}]_{av} + \frac{1}{l_{p-1}(s)} I[v_p](t),$$

where $[v]_{av}$ is the average control of $v$, given by

$$[v]_{av} = \frac{1}{F(\tau^2)} [v] = \frac{1}{(\tau^2 + 1)^*} [v],$$

with $\tau > 0$ being small enough. The reason
why $r$ has to be chosen sufficiently small will be clear in Theorem 4.1 and its proof.

(iii) Design the control signals $u_i, i = 1, \ldots, p$, as follows:

$$ u_i(t) = -\text{sgn} \left[ e_{a_i}(t) \right] \left[ \beta_1(t) \tilde{\xi}_1(t) + \beta_2(t) + \beta_3(t)m(t) \right], $$

where

$$ \tilde{\xi}_1(t) = \frac{1}{l_1(s)} \cdots \frac{1}{l_{\rho-1}(s)} \hat{\mathbf{w}}(t), $$

$$ \tilde{\xi}_2(t) = \frac{1}{F(s)} l_{\rho-1}(s) \hat{\mathbf{w}}_{\rho-1}(t), $$

$$ \tilde{\xi}_3(t) = \frac{1}{F(s)} l_{\rho-1}(s) \hat{\mathbf{w}}_{\rho-1}(t), $$

$$ m(t) - \delta_3 v(t) + \delta_4 |v(t)| + 1, $$

$$ m(0) > \delta_4, $$

with $\delta_3, \delta_4 > 0$ and $\delta_3 + \delta_4 < \min (k_1, k_2, \alpha_1, \ldots, \alpha_{p-1}, 1/\tau)$ for some $\delta_3 > 0$.

(iv) Finally, the adaptation laws for the control parameters $\beta_1, \beta_2, \beta_3, i = 1, \ldots, p$, are given by

$$ \beta_1(t) = g_{11} |e_{a_1}(t)| \tilde{\xi}_1(t), $$

$$ \beta_2(t) = g_{12} |e_{a_1}(t)|, $$

$$ \beta_3(t) = g_{13} |e_{a_1}(t)| m(t), $$

where $g_{ij} > 0$ and $\beta_3(0) > 0$, $i = 1, \ldots, p$, $j = 1, 2, 3$.

In the following discussions, the construction of the feedback signals $\tilde{\xi}_1, \ldots, \tilde{\xi}_\rho$, $m$, and the controller (20) will be clear.

In order to analyze the tracking performance and the closed-loop stability of the proposed adaptive variable structure controller, we first rewrite the error equation (11) as

$$ e_a(t) = \frac{1}{f(s)} I(s) \left\{ \begin{array}{c} v_i - \Gamma_i \Theta^* \tilde{\xi}_i \\ + \frac{1}{l(s)} l(s) I(s) \hat{u}_i(t) + \hat{\mathbf{w}}_{\rho-1}(t) + d_a(t) \end{array} \right\} $$

where $\Gamma_i \triangleq I + \Gamma_a$. Note that there is one more uncertain term $\Gamma_a v$ appearing in the error model (22), which represents the unavailable knowledge of the high-frequency gain matrix $K_r$ (and hence $\Gamma_r$). Second, denote $L_r(s) = l(s) \cdots l_{\rho-1}(s) = (s + \alpha_i) \cdots (s + \alpha_{p-1})$ for $i = 1, \ldots, p$ and $l_{\rho}(s) = 1$. According to the design of the above auxiliary errors (19) and error model (22), we readily find that $e_{a_i}$ always satisfies

$$ e_{a_i}(t) = \frac{1}{l(s)} l(s) I(s) \left\{ \begin{array}{c} v_i - \Gamma_i \Theta^* \tilde{\xi}_i \\ + \frac{1}{l(s)} l(s) I(s) \hat{u}_i(t) + \hat{\mathbf{w}}_{\rho-1}(t) + d_a(t) \end{array} \right\} $$

The average control $[v_i]_a$ in (15) can now be obtained by operating on (23) with $1/F(s)$, so that $e_{a_2}$ satisfies

$$ e_{a_2}(t) = \frac{1}{l(s)} l(s) I(s) \left\{ \begin{array}{c} v_2 - \Gamma_2 \Theta^* \tilde{\xi}_2 + \frac{1}{l(s)} l(s) I(s) \hat{u}_2(t) \\ \times \{ \Gamma_2 \Theta^* \hat{w}_{\rho-1} + f(s) \} [d_a(t)] \end{array} \right\} $$

where

$$ e_1(t) = \frac{1}{l(s)} l(s) I(s) \left\{ \begin{array}{c} v_1 - \Gamma_1 \Theta^* \tilde{\xi}_1 \\ + \frac{1}{l(s)} l(s) I(s) \hat{u}_1(t) + \hat{\mathbf{w}}_{\rho-1}(t) + d_a(t) \end{array} \right\} $$

By the same token, we can deduce that

$$ e_{a_i}(t) = \frac{1}{l(s)} l(s) I(s) \left\{ \begin{array}{c} v_i - \Gamma_i \Theta^* \tilde{\xi}_i + \frac{1}{l(s)} l(s) I(s) \hat{u}_i(t) \\ \times \{ \Gamma_i \Theta^* \hat{w}_{\rho-1} + f(s) \} [d_a(t)] \end{array} \right\} $$

for $i = 3, \ldots, p$, where

$$ e_{i-1}(t) = \frac{1}{l(s)} l(s) I(s) \left\{ \begin{array}{c} e_{i-2} \\ + \frac{1}{l(s)} l(s) I(s) \hat{u}_i(t) + d_a(t) \end{array} \right\} $$

It should be noted that all the auxiliary errors are now explicitly expressed as the output terms of some linear systems with SPR transfer matrix $(1/f(s)) L_i(s)$ or $(1/l_i(s)) I(s)$ driven by some uncertain signals due to the unavailable knowledge of plant parameters, high-frequency gain matrix, unmodeled dynamics and output disturbances.

Remark 4.1. The construction of the variable
structure controller (20) is now clear, since the following hold:

- \( \frac{1}{L_1(s)} (\mu \Gamma_r \Delta(s) + \Gamma_A) \) and 
- \( \frac{1}{F^{-1}(\tau)L_1(s)} (\mu \Gamma_r \Delta(s) + \Gamma_A) \), 
  \( i = 2, \ldots, \rho \),

are strictly proper stable with known stability margins,

- \( \frac{1}{L_1(s)} (T_{i-1}(s) + f_i(s)I[d_o]) \) and 
- \( \frac{1}{F^{-1}(\tau)L_1(s)} (T_{i-1}(s) + f_i(s)I[d_o]) \), 
  \( i = 2, \ldots, \rho \),

are bounded owing to assumption (S7).

Therefore the terms in \( e_{o1}, i = 1, \ldots, \rho \) will satisfy

\[ |\Gamma_r \Theta^* \xi_i| \leq \beta_{s1} |\xi_i|, \]
\[ \frac{1}{F^{-1}(\tau)L_1(s)} (\Gamma_r \Theta^* \xi_i) \leq \beta_{s2}, \]
\[ \frac{1}{F^{-1}(\tau)L_1(s)} (\mu \Gamma_r \Delta(s)[v] + \Delta \Gamma_r [v]) \leq \beta_{s3} \]

for some suitably defined constants \( \beta_{s1} > 0, \beta_{s2} > 0, \beta_{s3} > 0 \), \( i = 1, \ldots, \rho \).

The results described in Remark 4.1 show that the same techniques for the controller design of a GRD-one system can now be used for auxiliary errors \( e_{a1}, \ldots, e_{a\rho} \). But what happens to the real output errors? In Theorem 4.1, we summarize the main results of the systematically designed adaptive variable structure controller for unknown multivariable plants with \( \rho \geq 2 \).

Theorem 4.1. (Global stability, robustness and asymptotic tracking performance.) Consider the system set-up in Theorem 3.1 but with \( P_0(s) \) being GRD \( \rho \geq 2 \). If the adaptive variable structure controller is designed as in (18) (21) then there exist \( \tau^* \) and \( \mu^* \) such that for all \( \tau \in (0, \tau^*) \) and \( \mu \in [0, \mu^*] \), the following hold:

(i) all signals inside the closed-loop system remain bounded;
(ii) the auxiliary errors \( e_{a1}, i = 1, \ldots, \rho \), converge asymptotically to zero;
(iii) the output tracking errors \( e_o \) converge asymptotically to a residual set whose size depends on the design parameter \( \tau \).

Proof. The proof consists of three parts.

Part I. We prove the boundedness of \( e_{a1} \) and \( \beta_{ij}, i = 1, \ldots, \rho, j = 1, 2, 3 \).

Step 1. First, consider the auxiliary error \( e_{a1} \), which satisfies (23). Since \( [1/f_i(s)]L_1(s)I \) is SPR, we have the following realization of (23):

\[ e_1 = A_1e_1 + B_1 \left( v_1 - \Gamma_r \Theta^* \xi_1 \right) \]
\[ + \frac{1}{L_1(s)} \left( I \Gamma_r \Theta^* \xi_1 (\xi_1) \right), \]
\[ e_{a1} = C_1e_1, \]

where \( A_1P_1 + P_1A_1 = Q_1 \) and \( P_1B_1 = C_1 \) for some \( P_1 = P_1^T > 0 \) and \( Q_1 > 0 \). If we choose a Lyapunov function similar to \( V_\alpha \) in Theorem 3.1, i.e.

\[ V_1 = \frac{1}{2} e_1^T P_1 e_1 + \frac{1}{2} \sum_{i=1}^3 \frac{1}{2g_i} (\beta_{ij} - \beta_{ij}^*)^2, \]

and apply the control law (20) and the adaptation law (21), then for some \( q_1 > 0 \),

\[ V_1 = -e_1^T Q_1 e_1 + e_{a1}^T \left( v_1 - \Gamma_r \Theta^* \xi_1 \right) \]
\[ + \frac{1}{L_1(s)} \left( I \Gamma_r \Theta^* \xi_1 (\xi_1) \right), \]

\[ + \frac{1}{L_1(s)} \left( I \mu \Gamma_r \Delta(s)[v] + \Delta \Gamma_r [v] \right), \]

\[ + \sum_{j=1}^3 \frac{1}{g_j} (\beta_{ij} - \beta_{ij}^*) \beta_{ij} \]
\[ \leq -q_1 |e_1|^2 - |e_{a1}| \left( |(\beta_{11} - \beta_{11}^*)| \right), \]
\[ + (\beta_{12} - \beta_{12}^*) + (\beta_{13} - \beta_{13}^*) \]
\[ + \sum_{j=1}^3 \frac{1}{g_j} (\beta_{ij} - \beta_{ij}^*) \beta_{ij} \]
\[ \leq -q_1 |e_1|^2. \]

This implies that \( e_{a1} \in L_2 \cap L_\infty \) and \( \beta_{11}, \beta_{12}, \beta_{13} \in L_\infty \).

Step 2. From (24), \( e_{a2} \) satisfies

\[ \dot{e}_{a2} = -\alpha_1 e_{a2} + \left( v_2 - \Gamma_r \Theta^* \xi_2 \right) \]
\[ + \frac{1}{F(\tau)L_2(s)} \left( I \Gamma_r \Theta^* \xi_1 (\xi_1) \right), \]
\[ + \frac{1}{F(\tau)L_2(s)} \left( I \mu \Gamma_r \Delta(s)[v] + \Delta \Gamma_r [v] - \varepsilon_1 \right), \]
Note that \(|e_i| \leq \varepsilon^*\) for some \(\varepsilon^* > 0\), since \(e_{a1}\) is bounded by the result in Step 1. Now choose the Lyapunov function

\[
V_2 = \frac{1}{2} e_a^T e_{a2} + \frac{1}{2g_2} (\beta_2 - \beta_2^*)^2 + \frac{1}{2g_2} (\beta_2 - \beta_2^*)^2
\]

so that we can again show that \(V_2 \leq -\varepsilon^* e_{a2} \leq 0\) if the control law in (20) and the update law in (21) are applied. This leads to the conclusion that \(e_{a2} \in L_2 \cap L_\infty\) and \(\beta_2, \beta_2^* \in L_\infty\).

**Step 1.** Since for \(3 \leq i \leq \rho\),

\[
\dot{e}_i = -\alpha_i e_i + \left( v_i - \Gamma_i \Theta^* \dot{\xi}_i + \frac{1}{F^{-1}(\tau) L_i(s)} \right)
\]

and \(|e_{i-1}| \leq \varepsilon^*\) with some abuse of notation, the Lyapunov function

\[
V_i = \frac{1}{2} e_i^T e_i + \frac{1}{2g_i} (\beta_1 - \beta_1^*)^2 + \frac{1}{2g_i} (\beta_2 - \beta_2^*)^2 + \frac{1}{2g_3} (\beta_3 - \beta_3^*)^2
\]

can be used to guarantee \(V_i \leq -\varepsilon^* e_{a1} = 0\) if the control law in (20) and the update law in (21) are applied. Consequently, \(e_{a1} \in L_2 \cap L_\infty\) and \(\beta_1, \beta_2, \beta_3 \in L_\infty\).

**Part II.** We prove the boundedness of all signals inside the closed-loop. Define \(\tilde{e}_{ai} = [1/f_i(s)] L_{i-1}(s) L_i e_{ai}, i = 2, \ldots, \rho\) and \(E_a = e_{a1} + e_{a2} + \cdots + e_{a\rho}\) which is bounded owing to the boundedness of \(e_{ai}\) guaranteed in Part I. Then it can be derived from (19) that

\[
E_a = e_a + \frac{1}{f(s)} L_1(s) \left( v_1 - \frac{1}{L_1(s)} I[v_1] \right)
\]

and \(e_{a1}\) is bounded since \(e_{a2} \leq 0\) and \(\beta_1, \beta_2, \beta_3 \in L_\infty\).

**Part III.** We investigate the tracking performance of \(e_{a1}\) and \(e_{a2}\). Since all signals inside the closed-loop system are bounded, we have

\[
e_{a1} \in L_2 \cap L_\infty, \quad e_{a2} \in L_\infty, \quad i = 1, \ldots, \rho.
\]

Hence, by Barbalat’s lemma, \(e_{a1}\) approaches zero asymptotically. Since \(e_{a2}\) reaches zero asymptotically and \(E_a = e_{a1} + e_{a2} + \cdots + e_{a\rho}\), it can be concluded that \(E_a\) will also converge asymptotically to zero. It is now clear from (27) that \(e_{a1}\) converges asymptotically to a small residual set whose size depends on the design parameter \(\tau\).

As discussed in Theorem 3.2, if the initial choices of control parameters \(\beta_i(0)\) satisfy the high-gain conditions \(\beta_i(0) > \beta_i^*\) then, by using the same argument as given in the proof of Theorem 3.2, we can guarantee the exponential convergent behavior and finite-time tracking performance of all the auxiliary errors \(e_{ai}\).
that $E_s$ converges exponentially to zero and $e_o$ converges to a small residual set whose size depends on the design parameter \( \tau \). We now summarize the results in the following theorem.

**Theorem 4.2.** (Exponential tracking performance with high-gain design.) Consider the system setup in Theorem 4.1. If $\beta_j(0) \geq \beta_j^*, \ i = 1, 2, \ldots, \rho, \ j = 1, 2, 3$, then there exist $\tau^*$ and $\mu^*$ such that for all $\tau \in (0, \tau^*)$ and $\mu \in (0, \mu^*)$, the following hold:

(i) all signals inside the closed-loop system remain bounded;

(ii) the auxiliary errors $e_{ai}, i = 1, \ldots, \rho$, converge to zero in finite time;

(iii) the output tracking errors $e_o$ converge exponentially to a residual set whose size depends on the design parameter $\tau$.

**Remark 4.2.** As to the upper bound on the feasible value of $\tau$, it can actually be obtained through a laborious derivation following the steps in the proof of Theorem 4.1. However, in that case the bound will be over-conservative. Therefore it may be better to apply some intelligent prior trial-and-error procedure to obtain a suitable $\tau$.

5. COMPUTER SIMULATIONS

5.1. Application to an aircraft model (AIRC)

The adaptive variable structure scheme is now applied to a realistic model taken from the Appendix in Maciejowski (1989). It represents a linearized model of the vertical-plane dynamics of an aircraft, which is minimum-phase with three inputs, three outputs and five states. The state-space representation of this AIRC model is

$$A = \begin{bmatrix}
0 & 0 & 1.1320 & 0 & -1.0000 \\
0 & 0 & -0.0538 & -0.1712 & 0 & 0.0705 \\
0 & 0 & 0 & 1.0000 & 0 \\
0 & 0 & 0.0485 & 0 & -0.8556 & -1.0130 \\
0 & -0.2909 & 0 & 1.0532 & -0.6859
\end{bmatrix},$$

$$B = \begin{bmatrix}
0 & 0 & 0 \\
-0.1200 & 1.0000 \\
0 & 0 & 0 \\
4.4190 & 0 & -1.665 \\
1.5750 & 0 & -0.0732
\end{bmatrix},$$

$$C = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0
\end{bmatrix}.$$  

It can be found, using a Matlab software package, that the MRI matrix and high-frequency matrix are

$$\xi_s(s) = \begin{bmatrix}
(s + 2) & \frac{25}{3} (s + 2)^2 & 0 \\
0 & (s + 2)^2 & 0 \\
0 & 0 & (s + 2)^2
\end{bmatrix},$$

$$K_r = \begin{bmatrix}
0 & -13.1250 & 0.0732 \\
0.12 & 0.9249 & -0.0051 \\
0 & 4.4190 & -1.6650
\end{bmatrix}.$$  

Hence a controller design for a GRD-two system is used in this example. Now suppose that there are uncertainties in this system. The parameterization of (3) is now used, with the following design:

- design parameters $S_i = K_i^{-1}$, $n(s) = s + 10$, $f_i(s) = (s + 7)(s + 9)$, $L_i(s) = L_i(s) = s + 8$, $F(s) = \left(\frac{1}{20\pi} s + 1\right)^2$;

- augmented signal and auxiliary errors

$$y_a(t) = \frac{1}{f_i(s)} L_i(s) f_i(s) \left(-v_i + \frac{1}{L_i(s)} I[v](t)\right),$$

$$e_{ai}(t) = e_o(t) - y_a(t),$$

$$e_{sz}(t) = -[d_{av} + \frac{1}{L_i(s)} I[v](t)];$$

- controller

$$v_i(t) = -\text{sgn} \left[ e_{ai}(t) \right] \left[ \beta_i(t) \hat{e}_i(t) \right],$$

$$u(t) = u_*(t),$$

$$m(t) = -0.1m(t) + 0.01[m(t) + 1], \quad m(0) = 0.2;$$

- adaptation law

$$\beta_1(t) = g_{11} \left| e_{av}(t) \right| \hat{e}_1(t),$$

$$\beta_2(t) = g_{22} \left| e_{av}(t) \right|, \quad \beta_3(t) = g_{33} \left| e_{av}(t) \right| m(t);$$

- reference model and reference input

$$M(s) = \frac{63}{f_i(s)} I = \frac{63}{(s + 7)(s + 9)} I,$$

$$r_m(t) = \left[\sin t - 3 \cos t\right]^T, \quad r(t) = 63r_m(t).$$

Three simulation cases are studied extensively in this example in order to verify all the theoretical results and corresponding comments. All the
cases will assume that there are initial output perturbations \( \hat{y}_d(0) - y_m(0) = [-1.6, 1.1, 4.5]' \).

(i) In the first case, we arbitrarily choose the initial control parameters \( \beta_{ij}(0) \) as

\[ \beta_{11}(0) = 3, \quad \beta_{12}(0) = 3, \quad \beta_{13}(0) = 0.5, \quad \beta_{21}(0) = 1, \quad \beta_{22}(0) = 1, \quad \beta_{23}(0) = 0.5. \]

and set all the adaptation gains \( g_{ij} = 1. \) As shown in Figs 1(a–c) (the time trajectories of \( \hat{y}_p \) and \( y_m \)), the global stability, robustness and asymptotic tracking performance are achieved, but some undesirable transient behaviors between \( \hat{y}_p \) and \( y_m \) are also observed. However, as shown in Figs 1(d, e) (the time trajectories of the control parameters), the large tracking errors in the transient period result in rapid increases in the magnitudes of the control parameters \( \beta_{ij} \), and after the transient period the tracking performance is then satisfied.

(ii) In the second case, we want to demonstrate the effectiveness of a proper choice of \( \beta_{ij}(0) \), and we repeat the previous simulation case by increasing the values of \( \beta_{ij}(0) \) to

\[ \beta_{11}(0) = 10, \quad \beta_{12}(0) = 10, \quad \beta_{13}(0) = 1, \quad \beta_{21}(0) = 5, \quad \beta_{22}(0) = 5, \quad \beta_{23}(0) = 1. \]

The nice transient and tracking performance between \( \hat{y}_p \) and \( y_m \) can be observed in Figs 2(a–c).

(iii) As noted in Remark 3.2, if there is no easy way to estimate suitable initial control parameters \( \beta_{ij}(0) \) like those in the second simulation case, it is suggested that one use large adaptation gains in order to increase the adaptation rate of the control parameters \( \beta_{ij} \) such that the nice transient and tracking performance as described in case (ii) can be retained to some extent. Hence, in this case, we use the initial control parameters as in case (i) but set all the adaptation gains to \( g_{ij} = 5. \) The expected results are shown in Fig. 3, where rapid increases in the control parameters do lead to satisfactory transient and tracking performance.

5.2. Simulations of AIRC model using MRAC with switching \( \sigma \) modification

In order to make a comparison with the traditional MRAC scheme, we repeat the simulations by using the MRAC scheme with switching \( \sigma \) modification (Tao and Ioannou, 1988). This control scheme is now briefly described as follows:

- controller

\[ u(t) = \Theta(t)\tau(t) + \Theta'(t)w(t) + \Theta(t)\hat{w}(t) \]

\[ = \Theta(t)\hat{w}(t), \]

\[ u_p(t) = \frac{1}{f(s)} I_{\xi}(s)\xi(\nu), \]

where \( \Theta(t) \) and \( \hat{w}(t) \) are defined as in (7) and (8);

- adaptation law

\[ \dot{\Theta}(t) = -K_1^\top \frac{\epsilon_1(t)\xi(t)}{m'(t)} - \sigma_1\Theta(t), \]

\[ \dot{\psi}(t) = -K_2 \frac{\epsilon_2(t)\xi(t)}{m'(t)} - \sigma_2\psi(t), \]

Fig. 1. Tracking performances with small initial control parameters and small adaptation gains.
where \( K_1 \) and \( K_2 \) are positive-definite matrices, \( m(t) \) is the normalization signal (15), \( \sigma_1 \) and \( \sigma_2 \) are the switching \( \sigma \)-modification parameters, \( e_1(t) \) is the measured estimation error, and \( \xi(t) \) and \( \xi(t) \) are some regressor signals (for details, see Tao and Ioannou, 1988).

All the necessary design parameters are the same as those in Section 5.1, except for the initial control parameters \( \Theta(0) = 0 \) and \( \psi(0) = 0 \). The output tracking performances are shown in Fig. 4. Note that in order to achieve an acceptable tracking accuracy, the time interval shown in Fig. 4 is [0, 100].

**Discussion.**

(i) In Section 5.1, we have studied the effects of the proper choice of the initial control parameters and the adaptation gains on the tracking performances. Theoretically, the larger the \( \beta_{ij}(0) \) (especially \( \beta_{ij}(0) \equiv \beta_{ij}^* \)), the better are the tracking performances. But large \( \beta_{ij}(0) \) (i.e., high gain) would likely cause input saturation, which is a common problem in MRAC systems, especially using variable structure design. However, in our simulations, we have found that there often exist some levels of magnitude of the control parameters that yield satisfactory performances, and these levels are often less than the theoretically required bounds \( \beta_{ij}^* \) in most cases. In other words, the upper bounds on the control parameters \( \beta_{ij}^* \) derived in this paper are in general too conservative. Hence an intelligent approach...
to get both satisfactory performances and reasonable values of control parameters is the idea presented in the third simulation case, where a combination of small initial control parameters and high adaptation gains is used. The reasonable values of the control parameters will now be determined by the adaptation process. In the second and third simulation cases, we find that the tracking performances are almost the same, although the initial control parameters $\beta_0(0)$ in case (ii) are much larger than those in case (iii). It is interesting to note that with the aid of high adaptation gains, the control parameters in case (iii) reach some levels of magnitude quickly in order to guarantee the desired tracking performance. Despite this, from Figs 2(d, e) and 3(d, e), we have found that the levels of magnitude reached by the adaptation process in case (iii) are smaller than those in case (ii).

(ii) In the proposed adaptive variable structure controller, the initial choice of control parameters $\beta_0(0)$ and the design of adaptation gains $g_{ij}$ really reflect the improvement in tracking performances. In this scheme, in spite of the systematic design procedure, an easy rule of thumb for a guaranteed performance is to set the $\beta_0(0)$ or adaptation gains $g_{ij}$ as large as possible (especially $\beta_0(0) \approx \beta_0^*$). In traditional MRAC schemes, it is expected that the tracking performances might be improved when the initial choices of control parameters $\Theta(0)$ and $\psi_0(0)$ are closer to $\Theta^*$ and $\psi^*$. However, it is hard to accurately estimate these true control parameters $\Theta^*$ and $\psi^*$, especially in the MIMO case. So there is no easy way to choose $\Theta(0)$ and $\psi_0(0)$ before controller design, and this is why we have simply set $\Theta(0) = 0$ and $\psi_0(0) = 0$ in the above simulation. Another approach to improve the tracking performances in traditional MRAC schemes is persistent excitation of the input signal, which is not practical in most control cases and is not necessary in our proposed scheme.

(iii) It is interesting to note that the total number of control parameters updated in the proposed adaptive variable structure scheme is $3\rho$ for a GRD-$\rho$ plant, which is far less than in traditional MRAC scheme. Taking the simulation case in this section for example, we have $n$ (the input/output numbers) = 3, $\nu$ (the upper bound on observability index) = 2 and $\rho$ (the generalized relative degree) = 2, so that the total numbers of control parameters used are $3\rho = 6$ in our scheme and $(2 \times n \times \nu) + n = 45$ in the traditional scheme.

(iv) For this example, we have used other possible type of unmodeled dynamics $A(s)$ different from (28) for simulation, and have found that the tracking performances remained unchanged so long as $A(s)$ satisfies assumption (S6). But, as indicated in the proof in the Appendix and Part II of Theorem 4.1, closed-loop stability will depend on the strength of the unmodeled dynamics, i.e. the value of $\mu$. Taking this application for example, we have found that the tracking performances can still be retained when $\mu < 0.1$, but closed-loop stability is gradually lost as $\mu$ increases, and the system even becomes unstable when $\mu > 1.4$. A possible reason is that the plant, including modeled and unmodeled dynamics, becomes nonminimum-phase when $\mu$ is large, so that the required growth rate condition (A.1) cannot be achieved. However, it is hard to estimate the allowed bound $\mu^*$ given in the Appendix. In this paper, we only guarantee that the proposed adaptive variable
structure controller is robust to a class of unmodeled dynamics up to some strength.

6. CONCLUSIONS

A new adaptive variable structure scheme has been proposed for MRAC problems for uncertain multivariable plants. The main contribution of this paper is the complete version of adaptive variable structure design for solving the robustness and performance of multivariable MRAC problems. A detailed analysis of the closed-loop stability and tracking performance has been given. It has been shown that without any persistent excitation the output tracking errors can be driven to zero for GRD-one systems and driven asymptotically to a small residual set for systems with any higher GRD. Furthermore, under a suitable choice of initial conditions on the control parameters, the tracking performances can be improved, which is hardly achievable with traditional MRAC schemes, especially for multivariable plants with uncertainties.
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APPENDIX

Lemma A.1. Consider the controller design in Theorem 3.1 or 4.1. If the control parameters $\beta_j$ or $\dot{r}_j, i = 1, \ldots, n, j = 1, 2, 3,$ are uniformly bounded then there exists $\mu^* > 0$ such that

$$\|v(t)\| \leq \kappa \|v_0\| + \kappa$$  \hspace{1cm} (A.1)

for all $\mu \in [0, \mu^*], t \geq 0$, where $\kappa$ is used here and below to denote any suitably defined positive constant.

Proof. Since $y(t) = P(s)u(t) + \mu \Delta P_u(s)\|\|u(t)\|$, the following equation will hold without considering the exponentially decaying signals from initial conditions:

$$y(t) = P(s)\|\|u(t)\|$$  \hspace{1cm} (A.2)

Note that $f(s)$ is the MRI matrix of $P(s)$, so that $P(s)f(s)$ is a proper rational transfer matrix and has stable zeros. Hence, let $v(t) = \|\|f(s)\|u(t)\|$. Then (A.2) is in fact equivalent to

$$v(t) = \frac{1}{f(s)}\|\|f(s)\|u(t)\|$$  \hspace{1cm} (A.3)

which, by the small-gain theorem (Desoer and Vidyasagar, 1975), implies that there exists $\mu^* > 0$ such that

$$\|v(t)\| \leq \kappa \|\|y(t)\| + \kappa$$  \hspace{1cm} (A.4)

for all $\mu \in [0, \mu^*]$. However, one can easily observe that

$$v_0 = \frac{1}{f(s)}[v_i], j = 1, 2, \ldots, n.$$  \hspace{1cm} (A.5)
where \( v_r \) and \( v_i \) denote the \( j \)th elements of \( v_r \) and \( v_i \) respectively. It is clear that if we can show that \( v_i \) is bounded by \( v_r \), then (A.1) is achieved.

By using Lemma 2.8 of Narendra and Annaswamy (1988), the key point to show the boundedness between \( v_r \) and \( v_i \) from (A.5) is the growing behavior of the signal \( v_i \). The above statement can be expressed more precisely as follows: if \( v_i \) satisfies

\[
|v_i(t_i)| \geq c_2 |v_i(t_1 + T)|, \tag{A.6}
\]

where \( t_1 \) and \( t_1 + T \) are the time instants defined as

\[
[t_1, t_1 + T] = \{t: |v_i(t) = \|v_i\|\}, \tag{A.7}
\]

and \( c_2 \) is a constant \( c_1, (1, 1) \), then \( u_i \) will be bounded by \( u_r \).

Now, in order to establish (A.6) and (A.7), let \((A, B, C)\) be the state-space realizations of \( P_r(s)[1 + \mu A_P(s)] \) and \( A(s)/B(s) \) respectively. Also define

\[
\begin{bmatrix}
\dot{x}_p \\
B_p \\
A_P \\
0
\end{bmatrix}
= 
\begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & -\delta & 0
\end{bmatrix}
\begin{bmatrix}
x_p \\
\dot{w}_i \\
\dot{w}_j \\
m
\end{bmatrix}
+ \begin{bmatrix}
0 \\
0 \\
0 \\
0
\end{bmatrix}
\begin{bmatrix}
v \\
m
\end{bmatrix}
+ \begin{bmatrix}
0 \\
0 \\
0 \\
0
\end{bmatrix}
(\|v\| + 1),
\]

we can show from the definition of \( v \) in (16) or (20) that

\[
|Z| \leq \kappa \|Z\| + \kappa.
\]

This means that \( Z \) is regular (Saftry and Bodson, 1989), so that \( \dot{w}_i \), \( m \) and \( y_P \) will grow at most exponentially fast (if unbounded), which in turn guarantees (A.6) and (A.7). This completes our proof. \( \Box \)