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Abstract

In this paper, we propose a method that reduces the cycle time of RFID reader networks by overlapping slots. A mathematical formulation of the problem is specified and an effective heuristic algorithm is developed.

Keywords: Anti-Collision Problems, Lagrangean Relaxation, reader network, RFID

1. Introduction

In technologies that use radio waves, RFID (Radio Frequency Identification) is considered an effective alternative of object tracking and identification. An RF scan can be performed at a distance, and the data can be read without line-of-sight. Moreover, compared to traditional bar codes, the RF tags are more resistant to environmental damage. RFID applications range from object tracking and identification (e.g., supply-chain management) to environmental sensing (SRFID, e.g., WISP [7]). The effective deployment of RFID reader networks is crucial to satisfying management constraints, as incorrect deployment could result in the reader collision problem [2][3] which is regarded as NP-complete. To avoid collisions, a reader is scheduled to access tags at a different time to its neighbors.

“Colorwave” [3] is a distributed algorithm that solves the reader collision problem. The basic concept is that every reader chooses a random color (slot number) independently, within a cycle defined by the MAX\_COLOR component. The selection (referred to as “kick”) is sent out to inform the reader’s neighbors and force them to change their colors, if they are the same as that of the active reader. The Colorwave algorithm implements a dynamic mechanism by adjusting MAX\_COLORS up or down according to the number of the successful transmissions. If two adjacent readers overlap but they are not close enough to communicate with each other, the neighbor may not receive the “kick”, which could cause oscillations.

If there are a large number of tags in a reader’s interrogation zone, the reader should select a small MAX\_COLOR value, which represents a short cycle time. However, if there are many neighbors or the collision rate is high, a small MAX\_COLOR value is unobtainable. This raises a concern about fairness, as a reader with more tags should either be allocated more slots in a cycle, or be given a shorter cycle.

In the EPC network [4], readers connect to servants (middleware), which perform data aggregation, filtering, and reporting. The connection to a backhaul can be made directly via a wireless or plug. Then, with the wireless and ad-hoc capabilities, the readers can be accessed by a server without physical links, and the slot assignment can be scheduled. The server periodically calculates and sends out the arrangement to refresh all readers by monitoring the network’s status so that the impact of collisions is minimized and the system’s constraints are satisfied. In a global cycle arrangement, satisfying every reader’s requests would result in a large cycle time. Thus, to reduce the cycle, we consider allowing readers to overlap as long as there are other slots available to the active reader. For example, all commodities on a smart-shelf within one reader’s interrogation zone might remain unchanged, such that to keep sending identical data would be meaningless. In such a case, the reader may decide to slow down its reading rate and allow some of its slots to be used by its neighbors as long as there are other slots available for its own use.

The mathematical model proposed in [1] for the channel assignment problem [8] can be extended to solve this problem. We consider overlapped readers to be durable under the system’s constraints and propose a general mathematical framework to model the problem.

2. Problem Description

Given a set of readers \( L = \{1, 2, \ldots, n\} \), a set of available time slots \( F = \{1, 2, \ldots, f\} \), and a GPS capability or a pre-defined deployment, we can calculate an adjacency matrix \( A_{ij} \). We formulate the problem as an integer programming problem, where the objective function is to minimize the number of assigned slots (cycle length) subject to some constraints. The notations used in this paper are listed in Table 2.1.

Table 2.1 Notations for the given parameters

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L )</td>
<td>Set of readers</td>
</tr>
</tbody>
</table>
Table 2.2 Notation descriptions for decision variables

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{ij}$</td>
<td>The overlapped slot matrix. If slot $i$ assigned to reader $j$ is also assigned to any of $j$’s neighbors, $B_{ij}$ is set to 1; otherwise 0.</td>
</tr>
<tr>
<td>$x_{ij}$</td>
<td>If slot $i$ is assigned to reader $j$, $x_{ij}$ is set to 1; otherwise 0.</td>
</tr>
<tr>
<td>$y_i$</td>
<td>The slot assignment array. If slot $i$ is assigned to any reader, $y_i$ is set to 1; otherwise 0.</td>
</tr>
</tbody>
</table>

Objective function: 

$$Z_{IP} = \min \sum_{i \in F} y_i,$$

subject to:

1. $$\sum_{i \in F} B_{ij} \leq \alpha \sum_{i \in F} x_{ij} \quad \forall j \in L$$
2. $$\sum_{i \in F} \sum_{j \in L} B_{ij} \leq \beta \sum_{i \in F} y_i$$
3. $$(x_j + x_k)A_{jk} \leq B_{ij} + A_{jk} \quad \forall i \in F, \forall j \in L, \forall k \in L$$
4. $$c_j \leq \sum_{i \in F} x_{ij} \quad \forall j \in L$$
5. $$x_{ij} = 0 \text{ or } 1 \quad \forall i \in F, \forall j \in L$$
6. $$B_{ij} = 0 \text{ or } 1 \quad \forall i \in F, \forall j \in L$$
7. $$y_i = 0 \text{ or } 1 \quad \forall i \in F$$

Constraint (1) ensures that the ratio of the number of the overlapped slots and the number of assigned slots of a reader must be smaller than $\alpha$. An extreme case is $\alpha = 0$ and $\alpha = 1$, which respectively indicate that there is no overlap and all assigned slots must be overlapped in one reader. Constraint (2), which is similar to constraint (1), ensures that the ratio of the number of overlapped slots and the number of assigned slots of all readers are smaller than $\beta$. Constraint (3) ensures that the value of $B_{ij}$ is set to 1 if slot $i$ which is assigned to reader $j$, is also assigned to any neighbor of reader $i$; otherwise, it is set to 0. Constraint (4) requires that the slot assignment must satisfy the slot requirement of every reader. Constraint (5) ensures that when slot $i$ is assigned to any reader $j$, then $y_i$ is set to 1. Constraints (6), (7) and (8) are integer constraints for the decision variables $x_{ij}$, $B_{ij}$, and $y_i$, respectively.

### 3. Solution Procedure

First, to solve the problem $Z_{IP}$, we use the Lagrangean relaxation approach [5] [6], which comprises the following two steps: (1) multiply some complicating constraints by their corresponding Lagrangean multipliers, and (2) add the modified constraints to the primal objective function. According to the Lagrangean relaxation procedures, we can transform the primal problem into a Lagrangean relaxation problem (LR). In our case, we choose to dualize the Constraints (1), (2), (3) and (5) as follows:

$$Z_D(s,t,u,v) = \min \{ \sum_{i \in F} y_i + \sum_{j \in L} x_{ij}(\sum_{i \in F} B_{ij} - \alpha \sum_{i \in F} x_{ij}) + t(\sum_{i \in F} B_{ij} - n\beta \sum_{i \in F} y_i) + \sum_{i \in F} \sum_{j \in L} \sum_{k \in L} u_{ijk}(x_j + x_k)A_{jk} - (B_{ij} + A_{jk}) \} + \sum_{i \in F} v_i(y_i - x_j)$$

subject to Constraints (4), (6), (7), and (8).

(LR) can be further decomposed into four independent solvable sub-problems as follows:

- **Sub-problem 1**: (related to decision variable $y_i$)
  - Objective function:
  $$Z_{sub1} = \min \sum_{i \in F} (1 - m\beta - \sum_{j \in L} v_j)y_i,$$
  - subject to (8).

- **Sub-problem 2**: (related to decision variable $B_{ij}$)
  - Objective function:
  $$Z_{sub2} = \min \sum_{i \in F} \sum_{j \in L} (s_i + t - \sum_{k \in L} u_{ijk})B_{ij},$$
  - subject to (7).

- **Sub-problem 3**: (related to decision variable $x_{ij}$)
  - Objective function:
Z_{sub3} = \min \sum_{i \in F} \sum_{j \in L} (2 \sum_{k \in L} \sum_{s \in L} \sum_{t \in L} \sum_{u \in L} \sum_{v \in L} \sum_{A_{\alpha} A_{\beta}} (s_{ij} + v_{ij} x_{ij}) x_{ij},

subject to (4), (6).

Sub-problem 4:

\[ Z_{sub4} = \min \{ -\sum_{i \in F} \sum_{j \in L} \sum_{s \in L} \sum_{t \in L} \sum_{u \in L} \sum_{v \in L} \sum_{A_{\alpha} A_{\beta}} u_{ij} x_{ij}, \} \]

According to the weak Lagrangean duality theorem, we know that \( Z_D(s, t, u, v) \) is a lower bound on \( Z_D(s, t, u, v) \) for any \( (s, t, u, v) \geq 0 \). Thus, the dual problem \( Z_D \) is used to calculate the tightest lower bound \( Z_D = \max_{s, t, u, v \geq 0} Z_D(s, t, u, v) \).

The sub-gradient method is used to solve the \( Z_D \) problem.

By solving the dual problem, we can derive a set of decision variables that may be appropriate for the primal heuristic algorithm, the output of which provides the upper bound of the primal problem \( Z_{IP} \).

Our heuristic algorithm is detailed in Figure 1.
5. Conclusion and Future Work

In this paper, we propose a mathematical model for reader networks in which the readers overlap, and derive a near optimal heuristic algorithm based on the solution procedure of the Lagrangean method. Our algorithm, which is modified so that it can be run as an independent slot assignment procedure in an RFID reader network, can effectively calculate the values of three decision variables: $y$, $B$, and $x$. The algorithm performs well in small networks but the computation time increases exponentially because the problem is NP-completed. The Lagrangean approach is proved to be ineffective, because the solution gaps in the optimal value vary between 40% and 76% in our experiment (as shown in Table B). It could be that the nature of the problem's nature makes the Lagrangean approach unsuitable. In our future work, we will consider a simulated annealing approach to find a better solution.
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