Spotlight SAR Data Focusing Based on a Two-Step Processing Approach

Riccardo Lanari, Senior Member, IEEE, Manlio Tesauro, Eugenio Sansosti, Member, IEEE, and Gianfranco Fornaro

Abstract—We present a new spotlight SAR data-focusing algorithm based on a two-step processing strategy that combines the advantages of two commonly adopted processing approaches: the efficiency of SPECAN algorithms and the precision of stripmap focusing techniques. The first step of the proposed algorithm implements a linear and space-invariant azimuth filtering that is carried out via a deramping-based technique representing a simplified version of the SPECAN approach. This operation allows us to perform a bulk azimuth raw data compression and to achieve a pixel spacing smaller than (or equal to) the expected azimuth resolution of the fully focused image. Thus, the azimuth spectral folding phenomenon, typically affecting the spotlight data, is overcome, and the space-variant characteristics of the stripmap system transfer function are preserved. Accordingly, the residual and precise focusing of the SAR data is achieved by applying a conventional stripmap processing procedure requiring a minor modification and implemented in the frequency domain. The extension of the proposed technique to the case of high bandwidth transmitted chirp signals is also discussed.

Experiments carried out on real and simulated data confirm the validity of the presented approach, which is mainly focused on spaceborne systems.

Index Terms—Raw data focusing, spectral analysis (SPECAN) processing algorithms.

I. INTRODUCTION

SYNTHETIC aperture radar (SAR) spotlight mode allows the generation of microwave images with high geometric resolutions [1], [2]. This result is achieved by steering the radar antenna beam, during the raw data acquisition interval, to always illuminate the same area on the ground (spot). Accordingly, from each target located in the lighted area, a large number of backscattered echoes is received, and their coherent combination allows to obtain the required azimuth resolution. Similarly, high resolution in the range direction is achieved by transmitting a high bandwidth chirp followed by a further data processing on each received echo.

The first algorithms proposed for spotlight raw data processing are based on the similarity between spotlight SAR systems and computer tomography: they are usually referred to as polar format and convolution backprojection techniques [3]–[5]. The former are computationally efficient but request a nontrivial interpolation step from a polar to rectangular grid: the image quality can be therefore affected by uncompensated range curvature effects [6] and interpolation errors. The latter allow overcoming these limitations but are generally inefficient if implementations on dedicated architectures are not considered [5].

Most recently, the development of spotlight raw data processing algorithms based on stripmap mode focusing techniques operating in the frequency domain has received increasing interest [7]–[10]. Indeed, strip-mode processing procedures that are precise, efficient, and requiring less stringent approximations (compared to those involved in the tomographic approaches) are available [11]–[13]. However, a relevant limitation to the straightforward application of these techniques to the spotlight data processing is represented by the fact that the raw signal azimuth bandwidth is, in the spotlight case, generally greater (often much greater) than the azimuth sampling frequency, referred to as pulse repetition frequency (prf). As a consequence, data processing carried out in the Fourier domain, as that involved in efficient strip-mode focusing, cannot be directly implemented on the full aperture because of the consequential azimuth spectrum folding effect.

A way to overcome this limitation is based on partitioning the received signal into azimuth blocks whose block-bandwidths are smaller than the sampling frequency. Standard strip mode focusing techniques are then applied to each data block and the processed signals are then combined to generate the fully-resolved spotlight image [9], [10]. Completely different processing solutions, based on a nontrivial reconstruction of the unfolded azimuth spectrum from the folded one associated to the raw signal, are also available [7], [8].

On the other hand, a relatively simple spotlight processing algorithm can be implemented by applying the spectral analysis (SPECAN) technique [14]. In this case, the received raw data are azimuth focused via the application of a deramping function (a multiplication by a properly chosen chirp signal) followed by a final azimuth FT operation. The azimuth deramping factor is updated in range to allow for the compensation of the space-varying characteristic of the received data due to the (azimuth) chirp rate range variation (focus depth). This procedure is attractive as far as computational efficiency and capability to overcome the azimuth spectral folding effect are concerned. However, its main limitation is represented by the lack of a precise range cell migration (RCM) compensation that is often relevant in spotlight mode SAR systems due to high resolution requirements.
In this paper, we propose an alternative spotlight data focusing technique based on decoupling the overall focusing operation in two main steps. The key point of the proposed approach is to combine the advantages of efficient SPECAN and precise stripmap focusing approaches. In particular, the first processing step carries out a filtering operation aimed to achieve a bulk azimuth raw data compression and an output pixel spacing smaller than (or equal to) the expected final azimuth resolution. Similar to SPECAN processing algorithms, this filtering operation is efficiently carried out via a deramping-based approach [14] but, at variance of the former, the chirp rate of the deramping function is kept constant and properly fixed at a convenient value. This is a key point in the proposed processing procedure that allows preserving the space variant characteristic of the residual system transfer function (STF). A discussion on the impact of the chirp rate selection on possible artifacts that may appear at the image borders is also provided.

The second processing step carries out the residual focusing of the data via the use of a conventional stripmap processing procedure implemented in the frequency domain and requiring only minor modifications in the available codes. This spectral domain focusing operation is now possible because, following the bulk azimuth compression, the folding effect of the raw signal azimuth spectrum has been totally overcome. More precisely, this second (residual) processing step performs the precise RCM compensation, the data range compression and the residual azimuth data compression; the latter accounts for higher order terms not compensated in the bulk azimuth processing step. The minor modifications to be performed in available stripmap processing codes are essentially a change of the azimuth filter function, which accounts for the already compensated quadratic azimuth phase term, and a change in the azimuth pixel spacing of the input data.

It is worth noting the role that the bulk azimuth compression operation plays in our approach to a preprocessing step that extends the processing capability of conventional stripmap focusing procedures to spotlight data. In addition, the proposed processing algorithm does not require a specific manipulation and/or interpolation of the data, such as those necessary in azimuth block divisions or in unfolded signal spectrum reconstruction-based algorithms. Accordingly, we have finally achieved a processing procedure that is simple, precise and computationally efficient because it does not imply any significant increase of the raw data matrix dimensions and only includes fast Fourier transforms (FFTs) and matrix multiplication. Moreover, it can be easily extended to the case of high bandwidth transmitted signals wherein spectral folding effects could appear in the range direction as well. In our case, the implemented solution is based again on a deramping approach, that is, at variance of conventional focusing techniques performed following the A/D conversion rather than before. A number of experiments carried out on a simulated and a real data set, the latter acquired by the experimental C-band sensor of the SIR-C system during the SIR-C/X-SAR mission in 1994 [9], demonstrate the validity of the presented approach.

As a final remark, we want to stress that the presented analysis is focused on spaceborne systems typically characterized by small squint angles [15] during the acquisition (often less than 15°) and negligible platform motion errors. However, the extension of the proposed algorithm to the airborne case is certainly possible but, in this case, additional and specific issues such as motion compensation and/or high squint angle values in the data acquisition must be carefully considered. This is worth for future analysis.

II. FREQUENCY DOMAIN ANALYSIS

Let us start the analysis by considering the spotlight geometry of Fig. 1, where the cylindrical coordinate system \((x, \tau, \vartheta)\) is shown. The \(x\)-axis, assumed coincident with the platform flight path, is referred to as azimuth direction \(\tau\) and \(\vartheta\) are the closest approach target range and look angle, respectively.\(^1\)

We assume in the following that the sensor, mounted onboard a platform moving at the constant velocity \(\mathbf{v} = v_x \mathbf{s}\), transmits, at times \(t_n = \tau/2\), the following linear frequency modulated (chirp) pulses:

\[
f(t - t_n) = \exp(j \omega t) \exp\left[-j \frac{\alpha}{2} (t - t_n)^2\right] \text{rect}\left[\frac{t - t_n}{\tau}\right]
\]  

(1)

where

- \(t\) continuous time variable;
- \(\omega\) angular carrier frequency;
- \(\tau\) pulse duration;
- \(\alpha/2\pi \approx \Delta f/\tau\) chirp rate, being \(\Delta f\) the transmitted signal bandwidth.

We also assume that \(\lambda\) is the system wavelength, \(X_I\) the trajectory flight portion used to acquire the raw data (see Fig. 1), and \(w_2(x, \tau) \approx \text{rect}([x/X]),\) the two-way antenna pattern factor, and \(X = \lambda v/L\) is the illuminated area (spot) with \(L\) being the azimuth dimension of the real, onboard antenna. Note that the assumed simplification on \(w_2(x, \tau)\) allows avoiding the antenna footprint dependence on the platform location whose impact is\(^1\)

\(^1\)Note that we have assumed the platform trajectory to be a straight line which is appropriate for airborne but not for spaceborne sensors. However, it can be shown that spaceborne data can be processed in the same manner as airborne data if the closed approach distance and the azimuth velocity are properly considered [16] or, more precisely, via the appropriate sensor-target distance evaluation [17].
inessential for the following analysis. A more detailed discussion on this matter can be found in [10].

Let us now consider a point target \( T \equiv (x, r, \vartheta) \) located within the illuminated spot, the signal backscattered by \( T \) and received onboard is represented, after the heterodyne process [that removes the fast varying term \( \exp(j\omega t) \)], by

\[
\begin{align*}
f(x',r-r,\vartheta) &= \exp\left(-j\omega \frac{2R}{c} \right) \exp\left[ -j \frac{\alpha}{2} \left( t - t_n - \frac{2R}{c} \right)^2 \right] \\
&\quad \times \left\{ \text{rect}\left[ \frac{x'}{X_I} \right] \right\} \text{rect}\left[ \frac{x}{X} \right]
\end{align*}
\]

\[
\approx \exp\left(-j \frac{4\pi}{\lambda} r \right) \exp\left[ -j \frac{2\pi}{\lambda} \left( r' - r - \Delta R \right)^2 \right] \\
\times \left\{ \text{rect}\left[ \frac{x'}{X_I} \right] \right\} \text{rect}\left[ \frac{x}{X} \right]
\]

\[
= \exp\left(-j \frac{4\pi}{\lambda} r \right) b h \left[ r - r - \Delta R \right] a(x', x, r, r'). \tag{2}
\]

In (2), we have introduced the spatial variable \( r' = c(t - t_n)/2 \).

\( x' = \vartheta t_n \) is the sensor azimuth coordinate

\[
R = \sqrt{r^2 + (x' - x)^2} = r + \Delta R \tag{3}
\]

is the sensor-target distance, and we assumed

\[
\begin{align*}
bh \left[ r - r - \Delta R \right] &= \exp\left[ -j \frac{2\pi}{\lambda} \left( r' - r - \Delta R \right)^2 \right] \left\{ \text{rect}\left[ \frac{x'}{X_I} \right] \right\} \text{rect}\left[ \frac{x}{X} \right]
\end{align*}
\]

\[
\approx \exp\left[-j \frac{4\pi}{\lambda} \Delta R \right] \left\{ \text{rect}\left[ \frac{x'}{X_I} \right] \right\} \text{rect}\left[ \frac{x}{X} \right]. \tag{4a}
\]

Because this preliminary analysis is focused on the evaluation of the raw signal azimuth spectrum, let us consider the simplified expression of (4b)

\[
\begin{align*}
a(x', x, r, r) &\approx \exp\left[ -j2\pi \frac{(x'-x)^2}{\lambda r} \right] \left\{ \text{rect}\left[ \frac{x'}{X_I} \right] \right\} \text{rect}\left[ \frac{x}{X} \right]
\end{align*}
\]

\[
\Delta R \approx \frac{(x' - x)^2}{2r}. \tag{5}
\]

Note that higher order terms in the approximation in (6) are accounted for during the subsequent precision focusing. Moreover, let us also neglect the range curvature effect, highlighted by the factor \( \Delta R \) in (4a), which is inessential for the following azimuth bandwidth evaluation [15].

By using the stationary phase method (SPM), it follows that

\[
\begin{align*}
\mathcal{A}[\xi, x, \vartheta] &= \mathcal{F}[a(x' - x, x, \vartheta)] \\
&= \int a(x' - x, x, \vartheta) \exp(-j2\pi \xi x') dx' \\
&\sim \exp\left[ j2\pi \left( \frac{\vartheta^2 \lambda r}{4} - \xi x \right) \right] \left\{ \text{rect}\left[ \frac{\xi - 2\pi}{2 \sqrt{\frac{\vartheta^2 \lambda r}{L}}} \right] \right\} \times \text{rect}\left[ \frac{x}{X} \right]
\end{align*}
\]

wherein \( \mathcal{F}[\cdot] \) represents the Fourier transform operator, and \( \xi \) is the azimuth (spatial) frequency. Equation (7) shows that the azimuth spectrum is centered on the frequency \( 2\pi r/(\vartheta \lambda) \) and that the signal bandwidth is \((X_I/X)(2/L)\), i.e., it is increased by the factor \( X_I/X > 1 \) with respect to the strip mode case, for which it would be \( 2/L \) [15]. This bandwidth increase is responsible for the azimuth resolution improvement achieved in the spotlight case.

The previous analysis has been focused on the azimuth signal component backscattered by a single target. Should we consider an extended scene, the total signal bandwidth, for example \( \Delta \xi \), could be easily computed from (7) by accounting for the azimuth spot extension \( X \). In this case, we get

\[
\Delta \xi \approx \frac{2}{L} \left( \frac{X_I + X}{X} \right). \tag{8}
\]

Since the maximum value of \( \Delta \xi \) is of interest, the minimum value of \( X \), i.e., that relative to the nearest range, should be considered. This is assumed hereafter, although we underline that in the spotlight case, due to the typically limited range extension of the illuminated spot, the range dependence of \( X \) has, generally, a negligible effect.

The previous analysis does not account for the effect of the sampling operation that is carried out on the received signal. In this case it is evident from (8) that the azimuth (spatial) sampling frequency, say \( \xi_S \), should be increased, with respect to the strip case, at least by the following factor:

\[
V = \frac{\Delta \xi}{2/L} \approx \left( \frac{X_I + X}{X} \right) \tag{9}
\]

in order to avoid any azimuth spectral folding effect [18]. On the other hand, this sampling frequency increase would lead to large data rates and could generate severe range ambiguity problems [15]. Accordingly, the values of \( \xi_S \) are typically kept as those of strip-mode acquisition. An azimuth spectral folding is therefore generated. This effect prevents the straightforward application of conventional stripmap focusing techniques implemented in the frequency domain.

An additional consideration on (9) is in order. Let us assume that \( \Delta x' = L/2 \) and \( \Delta x'' = 1/\Delta \xi \) are the raw data and the focused image azimuth pixel dimensions, respectively, the latter chosen in agreement with the Nyquist limit available from (8). In this case, we get from (9)

\[
\frac{X}{\Delta x''} \approx \frac{(X_I + X)}{\Delta x'} \tag{10}
\]
Equation (10) clarifies that the azimuth number of pixel in the raw data set and in the focused image, i.e., \( X_I/\Delta x' \) and \( X/\Delta x'' \), respectively, are comparable, and they become closer as \( X_I \) increases with respect to the azimuth antenna footprint \( X \).

III. BULK AZIMUTH RAW DATA COMPRESSION

Let us now investigate a possible solution to the azimuth spectral folding effect discussed in the previous section. The proposed approach is based on a linear and space-invariant azimuth filtering operation that performs a bulk azimuth data compression and achieves an output pixel spacing, satisfying the Nyquist limit shown in (8). This operation is efficiently implemented without any large zero padding step, via a deramping-based technique [1], [2], [14].

A. Continuous Domain Analysis

Key point of the presented technique is the azimuth convolution between the raw data and the quadratic phase signal

\[
s(x') = \exp\left[j2\pi \frac{x'^2}{\lambda \hat{r}}\right], \quad \text{with } r_m \leq \hat{r} \leq r_M \tag{11}
\]

wherein \( r_m \) and \( r_M \) are the nearest and the farthest ranges of the illuminated spot, respectively, and \( \hat{r} \) represents the range value of a generic point target located within the spot. No specific assumption has yet been made on the factor \( \hat{r} \) in (11), although we anticipate that the impact of any particular selection for this term is later discussed in detail. We also underline that the raw signal range component, accounting for the range independent (RI) and range dependent (RD) RCM effects, is neglected in the azimuth convolution operation presented in this section. All these components are restored and accounted for during the subsequent and highly precise second processing step.

The azimuth convolution between the signal \( s(x') \) in (5), for the case of an isolated target, and the function \( s(\cdot) \) in (11) gives

\[
\overline{a}(x', x, r) \approx a(x' - x, x, r) \otimes_{az} s(x')
\]

\[
= \exp\left[j2\pi \frac{(x'^2 - x^2)}{\lambda \hat{r}}\right] \int a(z - x, x, r) \exp\left[j2\pi \frac{2z}{\lambda \hat{r}} \right] dz
\]

\[
= \text{rect}\left[\frac{x}{X}\right] \int \text{rect}\left[\frac{z}{X_I}\right] \exp\left[-j2\pi \frac{(z - x)^2}{\lambda \hat{r}}\right] \exp\left[j2\pi \frac{(x'^2 - z^2)}{\lambda \hat{r}}\right] dz
\]

\[
= \text{rect}\left[\frac{x}{X}\right] \exp\left[\frac{2\pi}{\lambda} \left(\frac{x'^2}{\hat{r}} - \frac{z^2}{r}\right)\right] \left[\text{rect}\left[\frac{z}{X_I}\right] \exp\left[-j2\pi \frac{z - \hat{r}}{\lambda \hat{r}}\right]\right] \exp\left[-j\frac{4\pi}{\lambda} \left(\frac{x'}{\hat{r}} - \frac{x}{r}\right)\right] dz \tag{12}
\]

wherein the symbol \( \otimes_{az} \) represents the azimuth convolution operation. Equation (12) shows that the result of the convolution depends on the range location \( r \) of the target and on the value of \( \hat{r} \). The second line in (12) shows that this azimuth convolution is essentially a deramping based (SPECAN) processing, involving a chirp multiplication of the azimuth signal, a subsequent FT and a residual phase cancellation. Indeed, but for the above mentioned approximations, this processing step allows us to achieve an azimuth compression which is full only for those targets located at \( r = \hat{r} \). This point can be clarified by reconsidering (12). Indeed, if we assume \( |r - \hat{r}|/r = 0 \) and neglect inessential constant amplitude factors, (12) can be rewritten as follows:

\[
\overline{a}(x', x, r) \approx \text{rect}\left[\frac{x}{X}\right] \exp\left[j2\pi \frac{x'^2 - x^2}{\lambda \hat{r}}\right] \times \exp\left[-j2\pi \frac{(x' - x)^2}{\lambda \hat{r}}\right] \tag{13}
\]

wherein the imaged target is fully azimuth focused.

For any \( r \) and \( \hat{r} \) with \( \hat{r} \neq r \), by assuming the validity of the SPM method\(^3\) we get

\[
\overline{a}(x', x, r) \approx \text{rect}\left[\frac{x}{X}\right] \exp\left[-j2\pi \frac{(x' - x)^2}{\lambda (r - \hat{r})}\right] \tag{14}
\]

The worst case is represented by \( |r - \hat{r}|/r = |r_m - r_M|/r_m \), for which the resulting signal is centered around \( x_M = X_M - r_M |r_m/\lambda | \) and extends for \( X_I |r_M - r_m|/r_m \). However, because the range extension of the spot area is typically very small, we can assume \( |r_M - r_m|/r_m \ll 1 \). Accordingly, \( X_I |r_M - r_m|/r_m \ll X_I \) and, even in this limiting case, a compression effect, although partial with respect to that achieved in (13), is obtained.

The obtained results apply to the case of an isolated target, however they can be easily extended to the case of an illuminated area. Accounting for the azimuth spot dimension \( X \), the maximum azimuth signal extension after the first compression step in (12) is given by

\[
X_s \approx \max\left(\frac{X_I}{L} + X_I \frac{|r - \hat{r}|}{r}\right) \leq \frac{\lambda r_M}{L} + X_I \frac{|r_M - r_m|}{r_m} \quad \text{with } X < X_s < X_I. \tag{15}
\]

The inequality \( X_s < X_I \) in (15) is generally satisfied for typical spotlight configurations thus allowing to consider the convolution operation shown in (12) as a bulk azimuth compression step which reduces the azimuth signal extension from \( X_I \) to \( X_s \).

B. Efficient Implementation in the Discrete Domain

Let us now investigate the discrete domain implementation of (12); this is particularly relevant due to the sampling operation carried out on the received raw signal. We start by computing the result of the bulk azimuth compression by setting the following output azimuth pixel spacing:

\[
\Delta x'' = \frac{1}{W \xi_s} \Delta x' \tag{16}
\]

\(^3\)Generalization to those cases where SPM cannot be applied can be derived as in [19]. Here we are interested only in having a rough measure of the target echo extension following the first processing step.
with $W \geq V$, i.e., with a pixel spacing satisfying the Nyquist limit of the spotlight signal, see (8) and (9). Accordingly, similarly to what is shown in the continuous analysis presented in the previous section, (12) becomes

$$\tilde{a}(n\Delta x', x, r) = \sum_{i=-R/2}^{R/2-1} a(i\Delta x', x, r) s(n\Delta x'' - i\Delta x')$$

$$= \exp\left[j2\pi \frac{(n\Delta x'')^2}{\lambda_f}\right] \sum_{i=-R/2}^{R/2-1} a(i\Delta x', x, r)$$

$$\times \exp\left[j2\pi \frac{(i\Delta x')^2}{\lambda_f^2}\right] \exp\left[-j2\pi \frac{2\Delta x' \Delta x''}{\lambda_f^2} \sin \theta\right]$$

with $n = -B/2, \ldots, B/2 - 1$ \hspace{1cm} (17)

wherein $R = X_f/\Delta x'$ is the azimuth raw signal pixel number, and $B = \text{round}(X_s/\Delta x'')$ is the output data set azimuth extension $\text{round}(\cdot)$ being the nearest integer operator. Note that, due to (10), $R$ and $B$ are on the same order. Moreover, the last exponential factor in (17) has the form of an FT kernel. In order to use FFT codes and avoid the employment of less efficient scaled FT (SCFT) codes [12], [15], we can exploit the freedom degree in the selection of $\hat{r}$. Accordingly let us set $\hat{r}$ as follows:

$$\frac{\lambda_f}{2\Delta x'} = P \Delta x'' \geq X_s \quad \text{with} \quad P \in N$$

where the factor $P \Delta x''$ represents the output azimuth data replication. Accordingly, under the validity of the inequality in (18), not only the azimuth spectral folding effects are avoided, see (16), but also no data wrap around occurs in the azimuth direction. We note that the validity of the aforementioned inequality in (18) is generally satisfied due to the presence of a slight azimuth data oversampling carried out on the spotlight signal with respect to the Nyquist rate that we would have with the system operating in the stripmap mode. This point can be clarified by accounting for (15) in the inequality in (18). In this case, we get

$$\frac{L/2}{\Delta x'} \geq 1 + \max \left( \frac{X_f}{\lambda_f} \frac{r - \hat{r}}{r} \right)$$

The quantity at the left-hand side of (19) is the ratio between the Nyquist limit of the stripmap acquisition ($L/2$) and the raw data pixel spacing ($\Delta x'$). This ratio, due to a typical 20–30% oversampling with respect to the Nyquist limit of the stripmap mode, is on the order of $1.2 \div 1.3$. Accordingly, the inequality in (18) is satisfied by setting $\hat{r}$ such that

$$\hat{r} \leq \frac{L/2}{\Delta x'} - 1$$

Note that the requirement in (20) is fulfilled for any value of $\hat{r}$ within $(r_m, r_M)$ if

$$\frac{r_M - r_m}{r_M r_m} \leq \frac{L/2}{\Delta x'} - 1$$

For instance, a 20% of oversampling and a spot acquisition length ($X_f$) such that $X_f \approx 5X$ gives a value of about $5 \times 0.2 \times 1/r_M$ for the right-hand side factor in (21). This leads to the new inequality $r_M - r_m \leq 0.1r_m$, which is satisfied for most real spotlight SAR systems.

Of course in the (rare) case of an insufficient oversampling factor, a balancing choice would be represented by setting $\hat{r}$ at the midrange swath, thus leading to a resolution degradation at the image near and far range edges. Anyway, we remark that this is generally not a very critical issue because, due to the antenna beam steering, those targets would be in any case characterized by a lower resolution [10].

Based on (18), we can finally rewrite (17) as follows:

$$\tilde{a}(n\Delta x'', x, r)$$

$$= \exp\left[j2\pi \frac{(n\Delta x'')^2}{\lambda_f^2}\right] \sum_{i=-P/2}^{P/2-1} a(i\Delta x', x, r)$$

$$\times \exp\left[j2\pi \frac{(i\Delta x')^2}{\lambda_f^2}\right] \exp\left[-j2\pi \frac{2\Delta x' \Delta x''}{\lambda_f^2} \sin \theta\right]$$

$$= \text{DFT} \left[ a(i\Delta x', x, r) \exp\left[j2\pi \frac{(i\Delta x')^2}{\lambda_f^2}\right] \right]$$

with $n = -P/2, \ldots, P/2 - 1$ \hspace{1cm} (22)

wherein the DFT[.] symbol represents the discrete FT operator.\footnote{Note also that, at variance with what is shown in (22), a more conventional expression of the DFT operation can be considered implying $\sum_{i=0}^{n-1}$ with $n = 0, \ldots, P - 1$ instead of $\sum_{i=0}^{P/2-1}$ with $n = -P/2, \ldots, P/2 - 1$ [18]. In this case, a trivial manipulation of (22) is required.}

Note that having a degree of freedom in setting $\hat{r}$, see the considerations about (22), a smart choice would be to select $\hat{r}$ such that $P(\hat{r}/R)$ allows the use of efficient FFT codes. In this case, being $P$ of the order of $R$ [see (10)], a limited zero padding of the raw data $a(x)$ is required and implemented via the substitution

$$\sum_{i=R/2}^{P/2-1} \rightarrow \sum_{i=P/2}^{P/2-1}$$

It is evident from (22) that we have obtained an output pixel spacing satisfying the Nyquist limit shown in (8) and (9) and, at the same time, we have achieved a very efficient implementation of the bulk azimuth compression step of (12).

We further remark that, until now, we have assumed the absence of any squint angle. Should this assumption not be valid, two main effects can be induced. The first effect is an azimuth wrap around of the data obtained after the convolution operation implemented in (12). This is not a difficult problem because a proper azimuth linear phase term could be included in the function $s(\cdot)$ in (11) [and equivalently in (17)] to compensate for this effect. Secondly, due to the appearance of a significant range walk effect [15] in the RCM, an additional edge degradation could appear even at midrange. Although the paper is focused on low squint angle acquisitions, we stress that well known procedures applied for mitigating the range walk effect in deramping-based focusing approaches could be considered [20]. However, this is worth pursuing for future studies.
IV. RESIDUAL DATA FOCUSING VIA STRIPMAP PROCESSING TECHNIQUES

Let us concentrate on the result of the bulk azimuth compression step shown in (12). We underline that, following this operation, the folding effect influencing the azimuth spectrum is avoided and the space-variant characteristics of the system transfer function are maintained. Accordingly, it is possible to carry out the residual focusing of the data via the use of efficient and precise techniques originally designed for stripmap SAR data focusing that are implemented in the frequency domain.

To clarify this point, we refer to the expression of the received signal over a distributed scene by resorting the linearity of the system

\[ h(x', r') = \int \int dx \, df \, g(x', x, r' - r, x, r) \]  

where \( g(x', x, r' - r, x, r) = \exp \left[ j \frac{4\pi}{\lambda} r \right] f(x' - x, r' - r, x, r) \)  

(24)

where \( \gamma(x', r') \) represents the reflectivity function of the illuminated scene including the fast varying phase term in (24). The received data spectrum can be written as follows:

\[ H(\xi, \eta) = \int \int dx' \, df' \, h(x', r') \exp[-j2\pi\xi x'] \times \exp[-j2\pi\eta \eta'] \]  

\[ = \int \int dx' \, df' \, g(x', x, r' - r, x, r) \exp[-j2\pi\xi x] \times \exp[-j2\pi\eta \eta'] G(\xi, \eta, x, r') \]  

(24)

where \( \eta \) is the range (spatial) frequency, and \( G(\cdot) \) is the spotlight SAR system transfer function (STF)

\[ G(\xi, \eta, x, r') = \int \int dx' \, df' \, g(x', x, r' - r, x, r) \]  

\[ \times \exp[-j2\pi\xi (x' - x)] \exp[-j2\pi\eta (r' - r)] \]  

(26)

The expression of \( G(\cdot) \) can be found via the application of the SPM, leading to the following expression [15]:

\[ H(\xi, \eta) \approx G_0(\xi, \eta) \Gamma(\xi, \eta) \Omega(\xi) + \mu(\xi) \]  

(27)

where

\[ G_0(\xi, \eta) = \exp \left[ j \frac{\pi^2}{2\alpha^2 \xi} \right] \times \exp \left[ -j2\pi \xi \left( \sqrt{\left( \frac{2}{\lambda} + \eta \right)^2 - \xi^2} - \left( \frac{2}{\lambda} + \eta \right) \right) \right] \]  

(28)

is the space invariant component of the SAR STF matched to the scene middle range \( \eta_0 \), \( \Gamma(\xi, \eta) \) is the FT of \( \gamma(x, r) \), and \( \Omega(\xi) \) and \( \mu(\xi) \) are two functions that describe the space-variant characteristics of the SAR STF associated with the RD RCM effect and to the range variation of the azimuth chirp rate usually referred to as focus depth (FD). This effect is known as Stolt mapping [11] or grid deformation [21]. The expressions of \( \Omega(\xi) \) and \( \mu(\xi) \) can be found in [15]. The key point in this context is to note that precise and efficient codes compensating for the Stolt mapping are available within the frame of stripmap SAR processing techniques but their application is allowed only in the absence of spectral folding effects. This rarely occurs when dealing with spotlight mode SAR systems.

Let us now consider the spectrum of the spotlight signal following the bulk azimuth compression step, for example \( h_s(\cdot) \). In this case, we have

\[ H_s(\xi, \eta) = \text{FT}[h_s(\cdot)] \]  

(29)

wherein the phase factor \( \exp[-j2\pi \xi (\xi^2 \lambda^2/4)] \) accounts for the bulk compression step. By finally substituting (27) in (29), we get

\[ H_s(\xi, \eta) = \exp \left[ -j2\pi \xi \left( \xi^2 \lambda^2/4 \right) \right] \times G_0(\xi, \eta) \Gamma(\xi, \eta) \Omega(\xi) + \mu(\xi) \]  

(30)

with

\[ \Omega_0(\xi, \eta) = \exp \left[ -j2\pi \xi \left( \xi^2 \lambda^2/4 \right) \right] G_0(\xi, \eta) \]  

(31)

We explicitly note that the spotlight spectrum expression in (31) formally differs from that of the stripmap raw signal only for the presence of the function \( \Omega_0(\xi) \) instead of \( G_0(\xi) \) [15]. Moreover, the folding effects influencing the azimuth raw signal spectrum (see Section II) have been avoided due to the already carried out bulk azimuth compression step leading to the new pixel spacing \( \Delta x' \) shown in (18). We also note that the space-variant characteristics of the system transfer function are preserved by the bulk compression. This nonlinear mapping of the range frequencies, i.e., \( \eta \Omega(\xi) + \mu(\xi) \) in the reflectivity spectrum expression, is the same in (30) and (27).

Accordingly, precise and efficient stripmap focusing techniques, implemented in the frequency domain via FFT codes, can be applied to carry out the residual focusing of \( h_s(\cdot) \) by simply accounting for the system transfer function component \( \Omega_0(\cdot) \) instead of \( G_0(\cdot) \) and by considering the new azimuth sampling frequency.

In particular, we have considered the stripmap processing approach described in [12], and the overall processing block diagram is shown in Fig. 2. In this case, the first step carries out the bulk azimuth compression, while the residual focusing is implemented as follows: the filtering operation, carried out in the two-dimensional (2-D) frequency domain via the filter function \( \Omega_0(\cdot) \) allows us to fully focus the midpoint area by accounting
for all the effects that have not been considered during the first bulk processing step. In particular, it implements the range compression, the range migration compensation at mid swath and accounts for the residual azimuth compression operation. The range SCFT⁻¹ operation, and the focus depth compensation steps take care for the and terms of (30), respectively. We explicitly note that no approximations are present in the processing procedure in Fig. 2, which easily extends the focusing capability of a standard stripmap processing algorithm to the spotlight data. We also note that the proposed approach is computationally efficient because it does not require any significant increase of the raw data matrix dimensions and only involves matrix multiplication and FFTs. Finally, it is evident that, instead of procedure [12], alternative stripmap approaches, for example, those presented in [11], [13], [22], can be applied to carry out the residual focusing operation without any relevant impact on the proposed two-step processing approach.

A. Residual Data Focusing in Presence of High Bandwidth Transmitted Chirps

In the previous analysis, we have implicitly assumed that the received raw signal is sampled in the range direction with a frequency which satisfies the Nyquist limit imposed by the transmitted chirp bandwidth. However, as already mentioned, chirp signals with large bandwidths are often used in the spotlight case in order to equalize azimuth and range resolutions. These large bandwidths are often achieved by transmitting pulses with a spatial duration larger than the range extension of the illuminated spot referred hereafter to as . In this case, significant data rate reduction can be obtained by sampling the received echoes with the frequency

\[ f_p = \Delta f \frac{\Delta r}{c \sigma / 2} < \Delta f \quad \text{with} \quad \Delta f / (c \sigma / 2) < 1. \tag{32} \]

Likewise, in the azimuth case, a selection of the sampling frequency according to (32) allows reducing the data rate but causes a range spectral folding effect that inhibits the use of frequency-domain range compression techniques. In this case, the range compression operation can be implemented in a way that is very similar to that shown in the bulk focusing step of Fig. 2. In particular, if we assume the validity of the expressions (32) and consider the generic (sampled) expression of a received echo \( h(l \Delta r') \) with \( l = -S/2, \ldots, S/2 - 1 \) [being \( \Delta r' = c/(2f_p) \), and \( S \) is the number of samples for each echo], the
range compression of $h(\cdot)$ can be carried out as follows [1], [2]:

$$\tilde{h}(m\Delta r'') = \exp \left[ j \frac{2\pi}{c^2} (m\Delta r'')^2 \right] \times \text{DFT} \left[ h(l\Delta r') \exp \left[ j \frac{2\pi}{c^2} (l\Delta r')^2 \right] \right]$$

$$= \exp \left[ j \frac{2\pi}{c^2} (m\Delta r'')^2 \right] \sum_{l=M/2}^{M/2-1} h(l\Delta r') \times \exp \left[ j \frac{2\pi}{c^2} (l\Delta r')^2 \right] \exp \left[ -j \frac{2\pi}{M} \text{Im} \right]$$

$$= \sum_{l=-S/2}^{S/2-1} h(l\Delta r') \exp \left[ j \frac{2\pi}{c^2} (l\Delta r' - m\Delta r'')^2 \right] ,$$

with $m = -M/2, \ldots, M/2-1$.

where $\Delta r'' \leq c/(2\Delta f)$ is the output range spacing satisfying the Nyquist limit imposed by the transmitted chirp bandwidth, and

$$M = \frac{\Delta r'}{\Delta r''} = \frac{\pi c^2}{\alpha \Delta r' \Delta r''} \geq S$$

represents the number of samples of the range-compressed signal. It is easy to recognize in the last identity of (33) the matched filter operation implementing the range compression step, i.e., the convolution between the received signal $h(\cdot)$ (zero padded to increase its extension from $S$ to $M$) and the signal $d(l\Delta r') = \exp\left[j2\pi l^2/(c^2)\right]$. The latter represents the sampled expression of a chirp that has an inverted modulation rate with respect to the transmitted one and is symmetric to the range of the spot center at closest approach (which is constant for all the echoes). By comparing (22) and the first identity of (33), similarity between these two operations is evident.

Based on the above analysis, it is clear that in presence of high bandwidth transmitted chirps sampled according to (32), the processing algorithm sketched in Fig. 2 must be simply modified to include the range processing operation before carrying out the residual focusing step. Indeed, at this stage, the range bulk processing not only performs the range compression operation but also avoids the folding effect of the range spectrum due to the limited sampling frequency. Accordingly, the cascade of the range and bulk azimuth compression procedure in Fig. 3 eliminates any 2-D spectral folding effect. The residual focusing operation can be still carried out via the use of existing stripmap codes by simply considering the new expression of the function $\tilde{G}_0(\bullet)$ in (31), becoming

$$\tilde{G}_0(\xi, \eta) = \exp \left[ -j \frac{\pi^2 \xi^2}{4} \right] \times \exp \left[ -j \frac{\pi^2}{2\alpha c^2} \eta^2 \right] G_0(\xi, \eta).$$

This also includes the phase factor $\exp\left[-j\pi^2 \eta^2/(2\alpha c^2)\right]$ accounting for the range compression step already carried out.
Clearly, although not explicitly mentioned, the range pixel spacing $\Delta r''$ resulting from the range focusing operation of (33) must also be considered for the implementation of the residual focusing step.

As final remarks, we underline that all the operations involved in (33) are assumed, in our case, to be carried out after the A/D conversion in the receiver. Moreover, the computational efficiency of the procedure in Fig. 3 can be further improved by combining the range compression operation and the compensation of the scaling factor $\Omega(\xi)$, which is carried out in the residual focusing step of Fig. 3 via the SCFT operation. This result can be achieved by following the lines of the approach proposed in [10].

V. EXPERIMENTAL RESULTS

In order to validate the presented theory, we have carried out a number of experiments. In particular, we have considered the raw data set relative to the Sydney area (Australia) acquired in
1994 by the C-band sensor of the SIR-C system operated in the experimental spotlight mode (see Table I for a description of the system parameters). In this case, because of the ratio $f_p/\Delta f > 1$, see Table I, no spectral folding effect occurs in the range direction and therefore the applied focusing procedure is the one shown in Fig. 2.

We remark that in our case the azimuth raw data oversampling factor, i.e., $[L/(2\Delta x) - 1]$ is about 33%. $X_I \approx 7976$ m, the slant range extension of the scene is $\Delta r = 13,334$ km, and the near, mid, and far range distances are $r_m = 292,568$ km, $r_0 = 299,235$ km, and $r_M = 305,902$ km, respectively. The selected value of $\tilde{r}$ is $\tilde{r} = 208,821$ km. Accordingly, based on the analysis of Section III, we can evaluate the minimum and maximum range distance, for example $r'_m$ and $r'_M$, which ensure the absence of degradation at the edges of the image, by using (20). They are given by

$$r'_m = 282,361 \text{ Km} < r_m$$

and

$$r'_M = 317,319 \text{ Km} > r_M$$

thus guaranteeing the possibility of focusing the overall scene. The image obtained by applying the procedure of Fig. 2 is presented in Fig. 4. It clearly shows the focusing capability of the proposed algorithm.

However, the absence of known reference targets in the scene does not allow any significant quantitative measurement of the quality of the obtained image. Accordingly, in order to assess the performance of the proposed approach, we have generated a simulated data set representing the signal backscattered by a sequence of three point targets aligned in the range direction and located over an absorbing background. The system parameters are again those of Table I.

To better clarify the effect of the bulk azimuth compression step, we show the result obtained by applying this operation (see Fig. 5). As expected, the achieved azimuth compression<sup>5</sup> effect is more relevant for the target located at a range closer to $\tilde{r}$. We additionally remark that the azimuth extension of the bulk compressed data is of 2048 samples, and it has been increased<sup>6</sup> with respect to the raw data, by about 20% (the azimuth raw data length was of 1700 samples), but no additional data dimension increase is required in the residual focusing step. Note also in

<sup>5</sup>In order to improve the readability of the result, a range compression step has been also carried out.

<sup>6</sup>This allowed the use of high efficient FFT codes with a power of two data lengths [18].

### Table II

<table>
<thead>
<tr>
<th></th>
<th>Theoretical</th>
<th>Near range target</th>
<th>Mid range target</th>
<th>Far range target</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azimuth resolution</td>
<td>0.9070/0.919/0.932</td>
<td>0.913</td>
<td>0.924</td>
<td>0.937</td>
<td>m</td>
</tr>
<tr>
<td>Range resolution</td>
<td>6.587</td>
<td>6.597</td>
<td>6.591</td>
<td>6.593</td>
<td>m</td>
</tr>
<tr>
<td>Azimuth ISR</td>
<td>-10.11</td>
<td>-10.12</td>
<td>-10.11</td>
<td>-10.11</td>
<td>dB</td>
</tr>
<tr>
<td>Range ISR</td>
<td>-10.11</td>
<td>-10.11</td>
<td>-10.11</td>
<td>-10.11</td>
<td>dB</td>
</tr>
</tbody>
</table>

The fully focused image is finally shown in Fig. 6. The results of the measurements carried out on the imaged point targets of Fig. 6 are summarized in Table II wherein the theoretical azimuth resolution values are those pertinent to the selected point reflector. The inspection of Table II clarifies the high performance of the presented technique for what concerns the amplitude characteristics of the target responses. The phase accuracy has been also assessed; it is about 1°, thus demonstrating the phase preserving capability of the presented procedure.

In order to further investigate the performance of the proposed approach, we have also carried out a new simulation. It is again based on the sensor parameters of Table I, but now we have assumed a much higher transmitted signal bandwidth (140. MHz instead of 20. MHz), a nearly doubled range swath extension (21 km instead of 13 km), and a squint angle of about...
TABLE III
RESULTS OF THE ANALYSIS CARRIED OUT ON THE IMAGED POINT TARGETS OF FIG. 7

<table>
<thead>
<tr>
<th></th>
<th>Theoretical Near/Mid/Far range target</th>
<th>Near range target</th>
<th>Mid range target</th>
<th>Far range target</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azimuth resolution</td>
<td>0.962/0.961/0.963</td>
<td>0.961</td>
<td>0.962</td>
<td>0.963</td>
<td>m</td>
</tr>
<tr>
<td>Range resolution</td>
<td>0.954</td>
<td>0.959</td>
<td>0.959</td>
<td>0.959</td>
<td>m</td>
</tr>
<tr>
<td>Azimuth ISLR</td>
<td>-10.11</td>
<td>-10.14</td>
<td>-10.13</td>
<td>-10.15</td>
<td>dB</td>
</tr>
<tr>
<td>Range ISLR</td>
<td>-10.11</td>
<td>-10.17</td>
<td>-10.13</td>
<td>-10.15</td>
<td>dB</td>
</tr>
</tbody>
</table>

1°. Note that also in this case, three targets placed at near, mid, and far range, over an absorbing background, have been assumed. However, now the targets at near and far range have been placed close to the azimuth edges.

The result achieved in this case by applying the proposed focusing technique is shown in Fig. 7, while the results of the measurements carried out on the imaged targets are presented in Table III. Inspection of these results confirms the high precision focusing capability of the presented technique.

VI. CONCLUSIONS

A new algorithm for precise and efficient phase preserving focusing of spotlight data has been presented. It is based on a two-step approach that combines the efficiency of SPECAN algorithms with the precision of stripmap focusing techniques. The key point of the presented algorithm is an azimuth filtering step, efficiently carried out on the spotlight raw signal via a simplified version of the SPECAN procedure, which plays the role of a preprocessing stage. It allows the achievement of a bulk azimuth raw data compression and a pixel spacing smaller than (or equal to) the expected azimuth final resolution. Following this operation, a second processing step can be applied to carry out the residual focusing of the data via precise and efficient stripmap focusing procedures implemented in frequency domain and requires a minor modification.

This leads to a precise procedure, efficient and simple to implement, which easily extends the processing capability of standard stripmap procedures to spotlight data. Moreover, the application of the proposed approach to the case of high bandwidth transmitted chirp signals with a spatial extension larger than the range dimension of the illuminated spot, is shown to be straightforward. Experiments carried out on simulated and real data acquired in 1994 by the C-band spaceborne sensor of the SIR-C system operated in the experimental spotlight mode demonstrate the validity of the approach. The extension of the proposed focusing procedure to the data acquired in the hybrid stripmap/spotlight mode proposed in [23] is at the moment under study.
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