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SUMMARY In this paper, we present a resource monitoring and selection method for rapid turnaround grid applications (for example, within 10 seconds). The novelty of our method is the distributed evaluation of resources for rapidly selecting the appropriate idle resources. We integrate our method with a widely used resource management system, namely the Monitoring and Discovery System 2 (MDS2), and compare our method with the original MDS2 in terms of the performance and the scalability. The performance is measured using a 64-node cluster of PCs and the scalability is analyzed using a theoretical model and the measured performance. The experimental results show that our method reduces the resource selection time by 82%, as compared with the original MDS2. The scalability analysis also indicates that our method can keep the resource selection time within 1 second, up to 500 nodes in local-area-network (LAN) environments. In addition, some simulation results are presented to estimate the impact of our method for wide-area-network (WAN) environments.
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1. Introduction

Grid technology [1], [2] plays an increasingly important role in building a high-performance computing (HPC) environment in a virtual organization. This technology allows us to share various computing resources distributed in different organizations, providing us a coordinated HPC environment. It realizes various grid-enabled computations, such as acceleration of compute-intensive applications using idle computing resources in home and/or office [3]–[5] and that of data-intensive applications using storage resources [6]–[8]. Note here that we follow Ian Foster's definition [2] of the Grid, so that the Grid in the present paper consists of local-area-network (LAN) and/or wide-area network (WAN) connected resources.

In order to minimize the effort for developing such grid-enabled systems, many research projects [5], [9]–[11] provide useful toolkits and frameworks. For example, the Globus Toolkit 2 (GT2) [9] is a standard middleware used for building such systems. These prior projects successfully provide high performance, high throughput, secure computing environments for large-scale applications running for days or weeks.

Thus, prior projects mainly focus on accelerating such long-term applications. In this situation, resource monitoring and selection systems are allowed to take a few tens of seconds (or even minutes) to determine which resources to be used for the submitted job. Actually, it takes about 30 seconds to aggregate resource information from 500 nodes in a LAN environment [12]. Although this overhead is small enough for long-term applications, it is a critical problem for short-term applications which require their computation results in rapid turnaround time, for example, within 10 seconds. Thus, to execute short-term applications using many resources on Grids, we have to minimize the overhead for resource monitoring and selection. Note here that Kondo et al. [13] also focus on rapid turnaround applications. However, from our viewpoint, their focus is long-term applications which take approximately tens of minutes, so that the overhead mentioned above is small enough.

In contrast to these prior projects, we aim at providing virtual HPC environments also for short-term applications. For example, grid technology would become more useful if it could reduce turnaround time for time-consuming medical applications using a virtual HPC machine integrated from idle PCs in a hospital [14]. In this case, reducing execution time from hours (on a single CPU system) to seconds makes it possible to innovate in novel computer-assisted surgery for increased surgical safety and accuracy. Thus, as Ian Foster says in [2], grid technology should realize a coordinated system capable of appropriately selecting resources for users to satisfy their various time constraints. From this viewpoint, short-term applications should be allocated to LAN-connected (ambient) resources due to lower network latency. On the other hand, long-term applications that do not have strict time constraints might be allocated to WAN-connected resources with higher computational performance.

In this paper, we propose a novel method capable of selecting idle resources rapid enough for short-term grid applications. To reduce the overhead for resource selection, our method uses a distributed evaluation strategy that reduces the amount of data communicated and aggregated by the resource selection server and also reduces the workload of the server. Furthermore, our method is implemented using MDS2 [15], a resource monitoring system distributed with the standard GT2 and used in many grid-enabled sys-
tems [16]–[18]. This compatibility with a standard middleware allows us to collect more resources from various organizations, because grid systems should use standard, open, general-purpose protocols and interfaces [19]. This also motivates us to exploit Grids over multiple organizations rather than clusters [20] in a single organization.

The remainder of the paper is as follows. Section 2 presents an overview of MDS2. Section 3 describes our proposed method, and then Section 4 shows some experimental results. Section 5 introduces related works. Finally, Sect. 6 concludes the paper.

2. MDS2

In order to provide useful information to a grid resource broker, who selects and allocates grid resources for jobs submitted by users, MDS2 [15] manages static and dynamic information that represents the state of a Grid. For example, static information includes OS (operating system) version, CPU type, and total disk space, while dynamic information includes load average and available memory/disk space.

Figure 1 illustrates the MDS2 architecture. MDS2 has a hierarchical structure consisting of three components: Grid Index Information Service (GIIS), Grid Resource Information Service (GRIS), and Information Provider (IP). A GRIS runs on a computing node and manages IPs to gather the resource information of the node. An IP registers with a GRIS and behaves as a sensor that generates the information of a resource, such as OS version, load average, and so on. A GIIS acts as a server that aggregates resource information from registered GRISes in order to provide it to the resource broker.

MDS2 has a security framework capable of accepting/denying requests incoming to each component. For example, GRISes can authenticate incoming requests from different organizations, allowing us to restrict the access to specific information. Although security issues are important for grid middleware, we would like to focus on performance issues which we addressed in the paper.

2.1 Resource Monitoring

MDS monitors resources in the following three steps (see also Fig. 2 (a)).

S1. Information request: Whenever a GIIS receives an inquiry of resource information from a resource broker, who determines the nodes to be allocated for the inquiry, the GIIS requests resource information to registered GRISes. Then, each GRIS further requests resource information to registered IPs. Security process, namely authentication and access control is required between the GIIS and the GRIS.

S2. Information generation: Each IP probes its responsible resource so that generate resource information. The information generated by IPs are gathered and concatenated by the GRIS who manages generally several IPs.

S3. Information aggregation: The GIIS receives resource information from GRISes in order to aggregate them into global information, which represents the state of a Grid. As well as in step S1, the security process is also needed. Then, the aggregated information is provided to the broker.

Note here that the behavior mentioned above assumes no cache mechanism. The details of this mechanism are mentioned later in Sect. 2.2.

The overhead for information aggregation is defined as the time required to process steps S1–S3. In the following, we call this time the aggregation time.

2.2 Cache Mechanism

MDS2 has a cache mechanism in order to reduce the aggregation time. By using this mechanism, the GIIS and GRIS are allowed to omit the information request to lower-level components. Therefore, it reduces communication between components and prevents invoking lower-level components.
However, in stead of this omission, the cache mechanism requires a buffer in components to keep the last information they have received. This buffer allows us to immediately return the buffer data to higher-level components. In addition, the appropriate value is also needed for a cache TTL (time-to-live) parameter, which defines the expiration time of the cache data. This parameter is useful to prevent MDS2 from returning misleading information that does not represent the latest state of resources.

Thus, the cache mechanism is useful to achieve rapid turnaround processing on Grids. However, it can mislead the resource broker to an inappropriate selection of resources if the cache TTL parameter is inappropriately set to a large value.

2.3 Resource Selection

Because MDS2 is a resource monitoring system, it does not address the problem of resource selection. On the other hand, our method performs both resource monitoring and selection. Therefore, in order to compare both methods in terms of theoretical performance, we assume a simple selection model for MDS2. This model selects resources in the following two steps, in addition to steps S1–S3 (see Fig. 2 (a)).

- S4. Resource evaluation: The broker receives the aggregated information from the GIIS in order to evaluate how computing nodes match the inquiry received in step S1. Here, the evaluation measure for each node is given by a function which requires the aggregated information and then returns an evaluation result in a numeric value representing the quality of the match between the resource and the requirements of the submitted job. We assume that this evaluation takes $O(N \log N)$ time, where $N$ represents the number of computing nodes.

- S5. Resource selection: Based on the evaluation results, the broker selects resources in order to allocate them to the inquiry. In our assumption, resource selection is done by a ranking mechanism that sorts the evaluation results to select the best match between the available resources and the requirements of the submitted job. Therefore, we assume that this step takes $O(N \log N)$ time. Note here that this complexity can be reduced to $O(N)$ time if top $n$ list is sufficient for resource selection, where $n \leq N$. Also, the insertion sort algorithm may be useful if steps S3, S4, and S5 can be processed at the same time.

The overhead for resource selection is defined as the time required to process steps S1–S5. In the following, we call this time the response time.

3. Proposed Method for Resource Monitoring and Selection

In this section, we describe our resource monitoring and selection method for rapid turnaround applications. Figure 2 (b) shows a timeline view for our method, presenting how we change the behavior of the original MDS2.

3.1 Distributed Evaluation Strategy

The key difference between our method and the original MDS2 is the distributed evaluation of resources, where computing nodes evaluate themselves to compute how they match the inquiry. Here, the evaluation measure is similar to the measure mentioned in Sect. 2.3, but it requires local information instead of global information. This distributed evaluation strategy contributes to achieve less communication and less workload at the resource selection server. After this evaluation, the server aggregates the evaluation results, namely values, from resources, and then selects resources to be allocated for the inquiry.

Summarizing the above description, our method has two advantages as follows.

- Less communication at the server. While the original MDS2 transmits the detailed resource information in a raw format, our method communicates only values. That is, the information of several resources in the
same node is summarized into a single value in order to reduce the amount of communication. This reduction allows us to achieve shorter response time. Furthermore, it also saves the network bandwidth for grid applications, allowing them to run faster with more bandwidth.

- Less workload at the server. The server has less workload, because computing nodes take the responsibility for resource evaluation. This distributed style of resource evaluation allows the server to concentrate on resource selection. In Fig. 2 (b), we can see that the resource evaluation step S4 in Fig. 2 (a) is parallelized using computing nodes in Fig. 2 (b). The resource selection can easily be done in \(O(N \log N)\) time, as we mentioned in Sect. 2.3.

In contrast to the advantages mentioned above, there are some disadvantages.

- Lack of global, detailed state. Because our method communicates the evaluation values in stead of resource information, the server does not have the global, detailed resource information. Due to this lack, scheduling policies using this information is not available. Thus, resource evaluation must be represented as a local operation in our method. However, if each of the server and computing nodes has two MDS2 servers, one for our method and the other for the original MDS2, we can use such scheduling policies by choosing the original GIIS server for such policies.

- More workload at computing nodes. While the original MDS2 performs resource evaluation on the server, our method makes computing nodes evaluate themselves. Thus, our method slightly consumes computational resources in computing nodes. Although this evaluation overhead seems to be small, it might reveal itself as a problem if resource evaluation is frequently done. In this situation, resources could be wasted by our resource selection system rather than grid applications. However, this problem can be addressed by using the cache mechanism, which allows us to omit the resource evaluation step for a certain time.

- Additional communication for the evaluation function. Since computing nodes take the responsibility for resource evaluation, the evaluation function must be transmitted from the GIIS server to computing nodes. This overhead is not negligible compared to that for the evaluation results, namely the resource information. However, we think that typical functions are allowed to be cached or even stored in advance on the computing nodes to avoid this runtime transmission. In contrast, the evaluation results must be sent to the server for every inquiry, because they are time-dependent information. Thus, we think that the overhead for the evaluation function is not negligible, but a cache mechanism will avoid runtime transmission of the evaluation function.

### 3.2 Implementation Strategy Using MDS2

As we mentioned earlier, we implement our method on the MDS2 layer. The key point here is that our implementation strategy intends to collect more resources from different organizations by means of a standard middleware.

To achieve this, we develop an IP that does not only probe resources but also evaluate a computing node, according to an evaluation function. Furthermore, to avoid communicating raw resource information (generated by the original IPs) between the GIIS and GRISes, we unregister all the original IPs from GRISes, and then register only our custom IP. Our IP computes an integer value that represents how the computing node matches the submitted inquiry. For example, the function in Fig. 3 evaluates a computing node by means of local information, such as CPU speed, load average, and memory/disk space.

In summary, our implementation runs as follows.

S1’. Information request: This step is almost the same as in the original MDS2, but the request to the custom IP is sent to lower-level components.

S2’. Distributed resource evaluation: The newly added IPs generate information, namely evaluation values, in a distributed manner.

S3’. Information aggregation. See step S3 in Sect. 2.1.

S4’. Resource selection. See step S5 in Sect. 2.3.

The above strategy does not strictly implement our method, because it does not support runtime transmission of the evaluation function. According to [21], we expected this runtime transmission could be realized by passing the evaluation function with the inquiry to the custom IP, but this input interface seems not be implemented yet. An alternative solution is to develop a custom IP that downloads an executable file, namely the evaluation function, from a specific location of a specific GridFTP server [22], and then executes the downloaded file. This solution assumes that the evaluation function is uploaded to the GridFTP server in advance of the inquiry.

Note here that our implementation strategy allows the original MDS2 framework to work, because it requires only an additional registration of an IP. To do this (see [21] for details), we must (1) write a shell script as the custom IP, (2) distribute it to computing nodes, (3) register it at each node by modifying MDS2 configurations, and (4) restart the MDS2 service. Thus, this strategy requires modifications on computing nodes, which is not so flexible from a practical
viewpoint. However, the original MDS2 and our method can work together to provide resources for long-term and short-term applications, respectively. We have to utilize two MDS2 servers to do this.

3.3 Theoretical Performance Analysis

In this section, we construct a theoretical model to analyze the scalability of our method. We first model the response time for the original MDS2, and then that for our method. Table 1 shows the notations used in our model. Note here that the following model does not consider network congestion.

Let $T_i$ be the time spent for step $S_i$, where $1 \leq i \leq 5$. Because the request message transmitted in step S1 is much smaller than the resource information in step S3, we assume that time $T_1$ is much shorter than time $T_3$. Thus, the amount of messages communicated by the server can be approximated by $dN$, where $d$ represents the amount of resource information that a computing node generates for the request. Then, each message needs to pass the security process. Therefore, $T_1 + T_3 = dN/B + 2L + 2SN$, where $S$ denotes the overhead for the security process for a message, and $B$ and $L$ represent the network bandwidth and the network latency between the GIIS server and GRISes, respectively. We also assume that step S2 takes $O(1)$ time, because this step is a simple local operation whose overhead depends only on the number of IPs:

$$T_2 = A,$$

where $A$ is the time for invoking IPs and gathering resource information from them. According to the assumptions mentioned in Sect. 2.3, the time for the remaining steps S4 and S5 is given by:

$$T_4 = eN,$$

$$T_5 = sN \log N,$$

where $e$ and $s$ represent the time for evaluating a computing node and the coefficient for the sorting operation, respectively.

Finally, the aggregation time can be approximated by $T_1 + T_3$ for the scalability analysis, namely for large $N$. That is, we can ignore time $T_2$, because $T_2$ is an $N$-independent cost associated with parallel step S3 while $T_1$ and $T_3$ increase with $N$. Thus, we assume that the scalability is limited by the GIIS server, which becomes busy in communicating with many computing nodes. Therefore, the response time for the original MDS2 without cache can be given as follows:

$$T_{MDS} = T_1 + T_3 + T_4 + T_5$$

$$= (d/B + 2S + e + s \log N)N + 2L. \quad (5)$$

In contrast, our method transmits only an evaluation value of 4 bytes from a node to the server. Also, it transmits an evaluation function from the server to nodes if it is not cached on the nodes. Therefore:

$$T_{1'} + T_{3'} = (f + 4)N/B + 2SN + 2L,$$

where $f$ represents the data size of the evaluation function. For step S2', we assume that it takes the same time as step S2: $T_2' = T_2$. Furthermore, the final step S4' is same as step S5: $T_{4'} = T_5$. Therefore, the response time for our method without cache is given by:

$$T_{prop} = T_{1'} + T_{3'} + T_{4'}$$

$$= ((f + 4)/B + 2S + s \log N)N + 2L. \quad (7)$$

By comparing Eq. (5) with Eq. (7), we find that our model represents the two advantages mentioned in Sect. 3.1: (1) the communication time will be reduced from $dN/B + 2L$ to $(f + 4)N/B + 2L$ (a) if the evaluation function is already sent to the nodes ($f$ is small) or (b) if the data size of the evaluation function is smaller than that of resource information ($f < d - 4$); and (2) term $eN$, namely the overhead for resource evaluation, is eliminated in our method.

Equations (5) and (7) also clearly indicate that WAN environments are not suited for rapid turnaround applications. Such networks usually have high latencies $L$ between the server and nodes. The latency $L$ must be at most 500 milliseconds in order to make the response time less than 1 second.

4. Experimental Results

We now show experimental results obtained on a cluster of PCs [20]. In the experiments, we evaluate our method from two viewpoints: the response time and the scalability. We also compare our method with the original MDS2.
4.1 Response Time Analysis

We measure the response time for both methods using the evaluation function presented in Fig. 3. This function is implemented as a shell script with a file size of 898 bytes. Note here that the evaluation function is statically stored on computing nodes. Therefore, the following timing results are obtained under small $f$. These results include the overhead for security process. We also investigate the influence of the cache mechanism by running MDS2 with two configurations: the resource information data always in GIIS cache and the data never in cache. The former configuration is realized by setting the cache TTL parameter to a large value. Based on this assumption, we measured time $T_2$ on a node and estimated time $T_1 + T_3$ by subtracting $T_2$ from the aggregation time.

As we can see in Table 2, the reduction of time $T_1 + T_3$ mostly contributes to the performance gain. That is, our method reduces time $T_1 + T_3$ from 2.7 to 0.1 seconds by communicating values instead of raw resource information. Actually, the amount of data communicated by the server is reduced from 560 KB to 17.5 KB, so that the reduction rate of data size (1/32) is close to that of time (1/27).

Note here that the data size of 17.5 KB is the smallest value for 64 nodes. Although our method communicates only integer (4 bytes) values, MDS2 adds a header to each value, and this header increases the data size from 256 bytes (= 4 · 64 bytes) to 17.5 KB.

In addition to the advantage of less communication, our distributed evaluation strategy also eliminates the resource evaluation overhead from the server. Although this overhead is not so large on our small cluster, it certainly reduces the response time by 0.05 seconds ($T_4$). Furthermore, this reduction is effective for cache-enabled configuration, which has shorter response time than cache-disabled configuration.

Our cluster has 64 computing nodes and one GIIS server, each equipped with two Pentium III CPUs running at 1000 MHz and 1133 MHz, respectively. All PCs have 2 GB of RAM and communicate each other through a 100 Mb/s LAN.

Table 2  Breakdown of response time in seconds for 64 computing nodes. Times $T_1$ and $T_3$ are presented in summation, because steps S1 and S3 are processed simultaneously.

<table>
<thead>
<tr>
<th>Breakdown</th>
<th>w/o cache (s)</th>
<th>w/ cache (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Proposed</td>
<td>MDS2</td>
</tr>
<tr>
<td>$T_1 + T_3$: Information request and aggregation</td>
<td>0.10</td>
<td>2.70</td>
</tr>
<tr>
<td>$T_2$: Information generation</td>
<td>0.52</td>
<td>0.48</td>
</tr>
<tr>
<td>$T_4$: Resource evaluation</td>
<td>—</td>
<td>0.05</td>
</tr>
<tr>
<td>$T_5$: Resource selection</td>
<td>—</td>
<td>0.01</td>
</tr>
<tr>
<td>Response time (total)</td>
<td>0.63</td>
<td>3.24</td>
</tr>
</tbody>
</table>

Figure 4 shows the response time measured with different numbers of nodes. The measured results indicate that (1) our method achieves shorter response time in most cases and (2) the performance gain to the original MDS2 increases with the number of nodes. For example, when using 64 nodes, our method reduces the response time by 72% for cache-disabled configuration and by 81% for cache-enabled configuration. Furthermore, the increase rate of the response time is also reduced from 29.4 (7.8) to 0.28 (0.14) ms/node for cache-disabled (cache-enabled) configuration, respectively.

To investigate this performance gain, we analyze the breakdown of the response time. Table 2 shows the breakdown for 64 nodes. Here, because our main focus is not the analysis of the original MDS2, we do not instrument the MDS2 code. Instead, we assume that the aggregation time can be approximated by $T_1 + T_2 + T_3$, because our cluster does not have enough nodes to make the server busy. Based on this assumption, we measured time $T_2$ on a node and estimated time $T_1 + T_3$ by subtracting $T_2$ from the aggregation time.
4.2 Scalability Analysis

We investigate the scalability of our method using the measured results and the theoretical model presented in Sect. 3.3.

According to the breakdown analysis presented in Table 2, time $T_4 + T_5$ accounts for less than 10% of the entire response time. Therefore, for large $N$, coefficients $e$ and $s$ in Eqs. (5) and (7) are small enough to approximate time $T_4 + T_5$ with zero. Thus, for large $N$, the response time $T_{MDS}$ and $T_{proposed}$ can be approximated by $(d/B + 2S)N$ and by $((f + 4)/B + 2S)N$, respectively.

By using this simplified model and the increase rate mentioned in Sect. 4.1, the response time for 500 nodes can be computed as 0.75 (0.24) seconds for our cache-disabled (cache-enabled) method and 16 (4) seconds for the original cache-disabled (cache-enabled) MDS2, respectively. Thus, even if we do not use the cache mechanism, our method will keep the response time within 1 second, up to 500 nodes in LAN environments. This estimated response time is rapid enough to run short-term applications on Grids. Moreover, resource selection will be carried out by the latest online information under cache-disabled configuration.

Note here that the analysis mentioned above assumes small $f$ due to the static distribution of the evaluation function. Since the runtime distribution increases $f$, the performance will decrease if the evaluation function is dynamically transmitted to computing nodes. In the experiments, the data size $d$ is reduced from 8 KB to 280 bytes. Therefore, the data size $f$ of the evaluation function must be less than 7912 bytes to obtain the performance gain of our method. It must also be mentioned that this requirement is for one-time evaluation functions. Therefore, there is no limitation on $f$ in a case of periodically updating resource information using the pretransmitted evaluation function.

4.3 Simulation Study

We now present some simulation results estimating the impact of our method on WAN environments. We use NS2 [23], a network simulator, which provides precise simulation of packets traveling on the network. Because NS2 simulates only the behavior of the network, we added dummy time to take count of the actual behavior of GRISes in the simulation. The actual time is measured using tcpdump to obtain the timestamp of incoming/outgoing packets with the packet size. Thus, we estimate the aggregation time for cache-disabled configuration.

Figure 5 shows the topology used for the simulation. We assume a simple topology in which the GIS server and computing nodes are interconnected by a router. The router here has a drop-tail first-in, first-out (FIFO) queue with a size of 50 packets. Every network link has bandwidth $B$ in Mb/s and latency $L/2$ in seconds. The aggregation time is estimated for $N = 64, 128, 256$, and 512 computing nodes.

Figure 6 shows the aggregation time estimated using bandwidth parameter $B = 50$ and different latency parameters $L$ ranging from 0.5 to 500 milliseconds. The estimated time for our method is less than 2 seconds if the latency is less than 50 milliseconds. In contrast, it takes more aggregation time on the original MDS2. This figure also shows that the latency of 500 milliseconds is too long for rapid turnaround applications.

We also measured the aggregation time with latency parameter $L = 0.05$ and different bandwidth parameters $B$ (see Fig. 7). The results for the original MDS2 using $B = 1$ cannot be obtained due to network congestion that causes serious packet loss. In such cases, simulations result in an error: REASON, hole fills in SACK [24]. According to these results, our method will achieve the aggregation time of less than 2 seconds on a 10 Mb/s network link up to 128 computing nodes. However, a 100 Mb/s link is required to monitor more than 128 nodes for rapid turnaround applications. In contrast, the original MDS2 takes approximately 10 seconds in most cases. Although we have failed to simulate its behavior on a 1 Mb/s network, it is obvious that the original MDS2 as well as our method will fail to provide successful time on such a high-latency, low-bandwidth network.

According to the simulation results mentioned above, one requirement for the evaluation function is that it must give a lower priority to high-latency resources. We think that such an evaluation function allows LAN-connected resources to execute only short-term jobs in a coordinated manner. Therefore, the entire Grid can satisfy various time constraints of user applications.

With regard to the practicality of our implementation strategy, the simulation results indicate that we can assume that resources with a higher latency clearly cannot achieve rapid turnaround computation. In other words, our custom IP should be distributed and activated only on low-latency nodes, for example, with a latency of 50 milliseconds. This restriction will improve the practicality of our method, because modifications are required only on promising nodes, namely a part of the entire Grid.

5. Related Work

Fig. 6  Estimated response time with 50 Mb/s bandwidth and different latency values. Results for (a) 64, (b) 128, (c) 256, and (d) 512 nodes.

Fig. 7  Estimated response time with 50 milliseconds latency and different bandwidth values. Results for (a) 64, (b) 128, (c) 256, and (d) 512 nodes. Some results for the original MDS2 cannot be obtained due to network congestion.
However, their kernel-level approach is restricted to the resources controlled by the Linux OS. Therefore, we think that an application-level approach is more flexible for the Grid, which is heterogeneous in terms of OS.

In addition to the resource selection, the job submission also must be processed in a short time for rapid turnaround applications. Virtual private grid (VPG) [36] addresses this issue by eliminating authentication from the submission procedure. VPG performs authentication only when the network topology changes, and thus assumes a valid authentication for submitted jobs. A similar system is also presented by Haji et al. [18]. Although these systems achieve rapid job submission, they do not support automatic resource selection. Thus, combining our method with the VPG’s authentication scheme will be a good solution for rapid turnaround grid applications.

6. Conclusions

We have presented a resource monitoring and selection method for rapid turnaround applications. The novelty of our method is the distributed evaluation of resources, reducing the amount of communication and the workload of the resource selection server. We implement our method using MDS2, namely a standard middleware, in order to collect more resources from different organizations.

The experimental results show that our method reduces the response time by 82% when using 64 nodes. Furthermore, the performance gain to the original MDS2 increases with the number of nodes. According to the theoretical analysis, our method will keep the response time within 1 second, up to 500 nodes in LAN environments. On the other hand, packet-level simulation results show that our method will achieve the aggregation time of less than 2 seconds up to 128 computing nodes, using a network of 10 Mb/s bandwidth and 50 milliseconds latency.

In contrast to the advantages summarized above, there are some disadvantages in our method: more workload at computing nodes and lack of the global, detailed state of a Grid. However, these issues can be resolved by using a cache mechanism and by running two MDS2 servers on computing nodes.

Future work includes support of runtime transmission of the evaluation function and development of an implementation with MDS4, which is released with Global Toolkit 4. We are also planning to integrate our method with job submission systems [18], [36] to execute rapid turnaround applications on the Grid.
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