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Approximate Dynamic Programming Using Bellman Residual Elimination and Gaussian Process Regression

Brett Bethke and Jonathan P. How

Abstract—This paper presents an approximate policy iteration algorithm for solving infinite-horizon, discounted Markov decision processes (MDPs) for which a model of the system is available. The algorithm is similar in spirit to Bellman residual minimization methods. However, by using Gaussian process regression with nondegenerate kernel functions as the underlying cost-to-go function approximation architecture, the algorithm is able to explicitly construct cost-to-go solutions for which the Bellman residuals are identically zero at a set of chosen sample states. For this reason, we have named our approach Bellman residual elimination (BRE). Since the Bellman residuals are zero at the sample states, our BRE algorithm can be proven to reduce to exact policy iteration in the limit of sampling the entire state space. Furthermore, the algorithm can automatically optimize the choice of any free kernel parameters and provide error bounds on the resulting cost-to-go solution. Computational results on a classic reinforcement learning problem indicate that the algorithm yields a high-quality policy and cost approximation.

I. INTRODUCTION

Markov Decision Processes (MDPs) are a powerful framework for addressing problems involving sequential decision making under uncertainty [1]. Such problems occur frequently in a number of fields, including engineering, finance, and operations research. This paper considers the general class of infinite horizon, discounted, finite state MDPs. The MDP is specified by \((S, A, P, g)\), where \(S\) is the state space, \(A\) is the action space, \(P_{ij}(u)\) gives the transition probability from state \(i\) to state \(j\) under action \(u\), and \(g(i, u)\) gives the immediate cost of taking action \(u\) in state \(i\). We assume that the MDP specification is fully known. Future costs are discounted by a factor \(0 < \alpha < 1\). A policy of the MDP is denoted by \(\mu : S \rightarrow A\). Given the MDP specification, the problem is to minimize the so-called cost-to-go function \(J_\mu\) over the set of admissible policies \(\Pi\):

\[
\min_{\mu \in \Pi} J_\mu(i_0) = \min_{\mu \in \Pi} \mathbb{E} \left[ \sum_{k=0}^{\infty} \alpha^k g(i_k, \mu(i_k)) \right].
\]

It is well-known that MDPs suffer from the curse of dimensionality, which implies that the size of the state space, and therefore the amount of time necessary to compute the optimal policy, increases exponentially rapidly with the size of the problem. The curse of dimensionality renders most MDPs of practical interest difficult or impossible to solve exactly. To overcome this challenge, a wide variety of methods for generating approximate solutions to large MDPs have been developed, giving rise to the fields of approximate dynamic programming and reinforcement learning [2], [3].

Approximate policy iteration is a central idea in many reinforcement learning methods. In this approach, an approximation to the cost-to-go vector of a fixed policy is computed; this step is known as policy evaluation. Once this approximate cost is known, a policy improvement step computes an updated policy, and the process is repeated. In many problems, the policy improvement step involves a straightforward minimization over a finite set of possible actions, and therefore can be performed exactly. However, the policy evaluation step is generally more difficult, since it involves solving the fixed-policy Bellman equation:

\[
T_\mu J_\mu = J_\mu.
\]

Here, \(J_\mu\) represents the cost-to-go vector of the policy \(\mu\), and \(T_\mu\) is the fixed-policy dynamic programming operator. Eq. (1) is an \(n\)-dimensional, linear system of equations, where \(n = |S|\) is the size of the state space \(S\). Because \(n\) is typically very large, solving Eq. (1) exactly is impractical, and an alternative approach must be taken to generate an approximate solution. Much of the research done in approximate dynamic programming focuses on how to generate these approximate solutions, which will be denoted in this paper by \(\tilde{J}_\mu\).

The accuracy of an approximate solution \(\tilde{J}_\mu\) generated by a reinforcement learning algorithm is important to the ultimate performance achieved by the algorithm. A natural criterion for evaluating solution accuracy in this context is the Bellman error \(BE\):

\[
BE \equiv ||\tilde{J}_\mu - T_\mu \tilde{J}_\mu||_p = \left( \sum_{i \in S} |\tilde{J}_\mu(i) - T_\mu \tilde{J}_\mu(i)|^p \right)^{1/p},
\]

where \(||\cdot||_p\) is a suitably chosen \(p\)-norm. The individual terms \(\tilde{J}_\mu(i) - T_\mu \tilde{J}_\mu(i)\) which appear in the sum are referred to as the Bellman residuals. Designing a reinforcement learning algorithm that attempts to minimize the Bellman error over a set of candidate solutions is a sensible approach, since achieving an error of zero immediately implies that the exact solution has been found. However, it is difficult to carry out this minimization directly, since evaluation of Eq. (2) requires that the Bellman residuals for every state in the state space be computed. To overcome this difficulty, a common approach is to generate a smaller set of representative sample states \(\tilde{S}\) (using simulations of the system, prior knowledge...
about the important states in the system, or other means) and work with an approximation to the Bellman error \( \tilde{BE} \) obtained by summing Bellman residuals over only the sample states [2, Ch. 6]:

\[
\tilde{BE} = \left( \sum_{i \in S} |\tilde{J}_\mu(i) - T_\mu \tilde{J}_\mu(i)|^p \right)^{1/p}.
\]

(3)

It is then practical to minimize \( \tilde{BE} \) over the set of candidate functions. This approach has been investigated by several authors [4]–[6], resulting in a class of algorithms known as Bellman residual methods.

The set of candidate functions is usually referred to as a function approximation architecture, and the choice of architecture is an important issue in the design of any reinforcement learning algorithm. Numerous approximation architectures, such as neural networks [7], linear architectures [8], splines [9], and wavelets [10] have been investigated for use in reinforcement learning. Recently, motivated by the success of kernel-based methods such as support vector machines [11] and Gaussian processes [12] for pattern classification and regression, researchers have begun apply these powerful techniques in the reinforcement learning domain (see, for example, [13]–[15]).

In [16], we proposed an approximate dynamic programming algorithm based on support vector regression that is similar in spirit to traditional Bellman residual methods. Similar to traditional methods, our algorithm is designed to minimize an approximate form of the Bellman error as given in Eq. (3). The motivation behind our work is the observation that, given the approximate Bellman error \( \tilde{BE} \) as the objective function to be minimized, we should seek to find a solution for which the objective is identically zero, the smallest possible value. The ability to find such a solution depends on the richness of the function approximation architecture employed, which in turn defines the set of candidate solutions. Traditional, parametric approximation architectures such as neural networks and linear combinations of basis functions are finite-dimensional, and therefore it may not always be possible to find a solution satisfying \( \tilde{BE} = 0 \) (indeed, if a poor network topology or set of basis functions is chosen, the minimum achievable error may be large). In contrast, our algorithm explicitly constructs a solution for which \( \tilde{BE} = 0 \). As an immediate consequence, our algorithm has the desirable property of reducing to exact policy iteration in the limit of sampling the entire state space, since in this limit, the Bellman residuals are zero everywhere, and therefore the obtained cost function is exact (\( \tilde{J}_\mu = J_\mu \)). Furthermore, by exploiting knowledge of the system model (we assume this model is available), the algorithm eliminates the need to perform trajectory simulations and therefore does not suffer from simulation noise effects. We refer to this approach as \textit{Bellman residual elimination (BRE)}, rather than Bellman residual minimization, to emphasize the fact that the error is explicitly forced to zero. To the best of our knowledge, [16] was the first to propose Bellman residual elimination as an approach to approximate dynamic programming.

This paper extends the work of [16] in two ways. First, in many applications, the kernel function employed may have a number of free parameters. These parameters may encode, for example, characteristic length scales in the problem. In [16], these parameters were required to be set by hand; this paper shows how they may be learned automatically by the algorithm as it runs. Second, this paper explains how error bounds on the resulting cost-to-go solution can be computed. The key to achieving these goals is the use of Gaussian process regression, instead of the support vector regression formulation used in our previous work. This paper first explains the basics of Gaussian process regression, and shows how the problem of forcing the Bellman residuals to zero can be posed as a regression problem. It then develops a complete approximate policy iteration algorithm that repeatedly solves this regression problem using Gaussian process regression, and proves that the cost-to-go function learned by the algorithm indeed satisfies \( \tilde{BE} = 0 \). Finally, computational results for a classic reinforcement learning problem are presented.

II. GAUSSIAN PROCESS REGRESSION BASICS

In this section, Gaussian process regression [12] is reviewed. Gaussian process regression attempts to solve the following problem: given a set of data \( D = \{(x_1, y_1), \ldots, (x_n, y_n)\} \), find a function \( f(x) \) that provides a good approximation to the training data. Gaussian process regression approaches this problem by defining a probability distribution over a set of admissible functions and performing Bayesian inference over this set. A Gaussian process is defined as an infinite collection of random variables, any finite set of which is described by a joint Gaussian distribution

The process is therefore completely specified by a mean function \( m(x) = \mathbb{E}[f(x)] \) and positive semidefinite covariance function \( k(x, x') = \mathbb{K}(f(x) - m(x))(f(x') - m(x')) \). (This covariance function is also commonly referred to as a kernel). The Gaussian process is denoted by \( f(x) \sim \mathcal{GP}(m(x), k(x, x')) \). For the purposes of regression, the random variables of a Gaussian process \( \mathcal{GP}(m(x), k(x, x')) \) are interpreted as the function values \( f(x) \) at particular values of the input \( x \). Note the important fact that given any finite set of inputs \( \{x_1, \ldots, x_n\} \), the distribution over the corresponding output variables \( \{y_1, \ldots, y_n\} \) is given by a standard Gaussian distribution: \( (y_1, \ldots, y_n)^T \sim \mathcal{N}(\mu, \Sigma) \), where the mean \( \mu \) and covariance \( \Sigma \) of the distribution are obtained by sampling the mean \( m(x) \) and covariance \( k(x, x') \) functions of the Gaussian process at the points \( \{x_1, \ldots, x_n\} \):

\[
\mu = (m(x_1), \ldots, m(x_n))^T
\]

\[
\Sigma = \begin{pmatrix}
    k(x_1, x_1) & \cdots & k(x_1, x_n) \\
    \vdots & \ddots & \vdots \\
    k(x_n, x_1) & \cdots & k(x_n, x_n)
\end{pmatrix}
\]

The Gaussian process \( \mathcal{GP}(m(x), k(x, x')) \) represents a prior distribution over functions. To perform regression, the
training data $D$ must be incorporated into the Gaussian process to form a posterior distribution, such that every function in the support of the posterior agrees with the observed data. From a probabilistic standpoint, this amounts to conditioning the prior on the data. Fortunately, since the prior is a Gaussian distribution, the conditioning operation can be computed analytically. In particular, the mean $\bar{f}(x_\ast)$ and variance $\text{var}[f(x_\ast)]$ of the posterior distribution at an arbitrary point $x_\ast$ are given by

$$
\bar{f}(x_\ast) = \lambda^T k_\ast,
$$
$$
\text{var}[f(x_\ast)] = k(x_\ast, x_\ast) - \lambda^T \mathbf{K}^{-1} \lambda_\ast,
$$

where $\lambda = \mathbf{K}^{-1} y$ and $k_\ast = (k(x_\ast, x_1), \ldots, k(x_\ast, x_n))^T$.

As long as the Gram matrix $\mathbf{K}$ is strictly positive definite, a solution for $\lambda$ can always be found, and the resulting function $\bar{f}(x_\ast)$ satisfies $\bar{f}(x_\ast) = y_\ast$, $\forall i = 1, \ldots, n$; that is, the learned regression function matches the training data, as desired. Finally, drawing on results from the theory of Reproducing Kernel Hilbert Spaces (RKHSs) [17], we can equivalently express the result as

$$
\bar{f}(x_\ast) = \langle \Theta, \Phi(x_\ast) \rangle,
$$

where $\Phi(x_\ast) = k(\cdot, x_\ast)$ is the so-called reproducing kernel map of the kernel $k$, $\Theta = \sum_{i=1}^n \alpha_i \Phi(x_i)$ is a weighting factor learned by carrying out Gaussian process regression, and $\langle \cdot, \cdot \rangle$ denotes the inner product in the RKHS of $k$.

The representation given by Eq. (6) will be important for constructing our Bellman residual elimination (BRE) algorithm.

**Marginal Likelihood and Kernel Parameter Selection**

In many cases, the covariance (kernel) function $k(i, i')$ depends on a set of parameters $\Omega$. Each choice of $\Omega$ defines a different model of the data, and not all models perform equally well at explaining the observed data. In Gaussian process regression, there is a simple way to quantify the performance of a given model. This quantity is called the log marginal likelihood and is interpreted as the probability of observing the data, given the model. The log marginal likelihood is given by $[12, 5.4]$

$$
\log p(y|\Omega) = -\frac{1}{2} y^T \mathbf{K}^{-1} y - \frac{1}{2} \log |\mathbf{K}| - \frac{n}{2} \log 2\pi.
$$

The best choice of the kernel parameters $\Omega$ are those which give the highest probability of the data; or equivalently, those which maximize the log marginal likelihood [Eq. (7)]. The derivative of the likelihood with respect to the individual parameters $\Omega_j$ can be calculated analytically [12, 5.4]:

$$
\frac{\partial \log p(y|\Omega)}{\partial \Omega_j} = \frac{1}{2} \text{tr} \left( (\lambda \lambda^T - \mathbf{K}^{-1}) \frac{\partial \mathbf{K}}{\partial \Omega_j} \right).
$$

Eq. (8) allows the use of any gradient-based optimization method to select the optimal values for the parameters $\Omega$.

**III. FORMULATING BRE AS A REGRESSION PROBLEM**

This section explains how policy evaluation can be performed by formulating BRE as a regression problem, which can be subsequently solved using Gaussian process regression. The problem statement is as follows: assume that an MDP specification $(\mathcal{S}, \mathcal{A}, P, g)$ is given, along with a fixed policy $\mu$ of the MDP. Furthermore, assume that a representative set of sample states $\mathcal{S}$ is given. The goal is to construct an approximate cost-to-go $\overline{J}_\mu$ of the policy $\mu$, such that the Bellman residuals at all of the sample states are identically zero.

To begin, according to the representation given in the previous section [Eq. (6)], the approximate cost-to-go function $\overline{J}_\mu(i)$ is expressed as an inner product between a feature mapping $\Phi(i)$ and a set of weights $\Theta$:

$$
\overline{J}_\mu(i) = \langle \Theta, \Phi(i) \rangle, \quad i \in \mathcal{S}.
$$

The kernel $k$ corresponding to the feature mapping $\Phi(\cdot)$ is given by

$$
k(i, i') = \langle \Phi(i), \Phi(i') \rangle, \quad i, i' \in \mathcal{S}.
$$

Now, recall that the Bellman residual at state $i$, denoted by $BR(i)$, is defined as

$$
BR(i) = \overline{J}_\mu(i) - T_\mu \overline{J}_\mu(i)
$$

and

$$
= \overline{J}_\mu(i) - \left( g_\mu^i + \alpha \sum_{j \in \mathcal{S}} P_{ij}^\mu \overline{J}_\mu(j) \right),
$$

where $g_\mu^i = g(i, \mu(i))$ and $P_{ij}^\mu \equiv P_{ij}(\mu(i))$. Substituting the functional form of the cost function, Eq. (9), into the expression for $BR(i)$ yields

$$
BR(i) = \langle \Theta, \Phi(i) \rangle - \left( g_\mu^i + \alpha \sum_{j \in \mathcal{S}} P_{ij}^\mu \langle \Theta, \Phi(j) \rangle \right).
$$

Finally, by exploiting linearity of the inner product $\langle \cdot, \cdot \rangle$, we can express $BR(i)$ as

$$
BR(i) = -g_\mu^i + \langle \Theta, \left( \Phi(i) - \alpha \sum_{j \in \mathcal{S}} P_{ij}^\mu \Phi(j) \right) \rangle
$$

where $\Psi(i)$ is defined as

$$
\Psi(i) = \Phi(i) - \alpha \sum_{j \in \mathcal{S}} P_{ij}^\mu \Phi(j).
$$

Intuitively, $\Psi(i)$ represents a new reproducing kernel map that accounts for the structure of the MDP dynamics (in particular, it represents a combination of the features at $i$ and all states $j$ that can be reached in one step from $i$ under the policy $\mu$). The definition of $\Psi(i)$ and the corresponding expression for the Bellman residual [Eq. (11)] now allow the BRE problem to be formulated as a regression problem. To specify the regression problem, the set of training data $\mathcal{D}$ must be specified, along with the kernel function to use. Notice that, from Eq. (11), the desired condition $BR(i) = 0$ is equivalent to

$$
\overline{W}_\mu(i) = \langle \Theta, \Psi(i) \rangle = g_\mu^i.
$$
Therefore, the regression problem is to find a function $\tilde{W}_µ(i)$ that satisfies $\tilde{W}_µ(i) = g^µ_i \ \forall i \in \tilde{S}$, and the training data of the problem is given by $D = \{(i, g^µ_i) \mid i \in \tilde{S}\}$. Furthermore, given the functional form of $W_µ(i)$, the kernel function in the regression problem is given by

$$K(i, i') = \langle \Psi(i), \Psi(i') \rangle. \quad (14)$$

We shall refer to $K(i, i')$ as the Bellman kernel associated with $k(i, i')$. By substituting Eq. (12) into Eq. (14) and recalling that the original kernel $k$ can be expressed as $k(i, i') = \langle \Phi(i), \Phi(i') \rangle$, we obtain the following expression for $K(i, i')$:

$$K(i, i') = k(i, i') - \alpha \sum_{j \in S} \left( P^µ_{i,j} k(i, j) + P^µ_{i,j} k(i', j) \right) + \alpha^2 \sum_{j,j' \in S} P^µ_{i,j} P^µ_{j,j'} k(j, j'). \quad (15)$$

With the associated Bellman kernel $K(i, i')$ and the training data $D$ specified, the BRE regression problem is completely defined. In order to solve the problem using Gaussian process regression, the Gram matrix $\Xi$ of the associated Bellman kernel is calculated (where $\Xi_{i,i' = K(i, i')}$), and the $\lambda_i$ values are found by solving $\lambda = \Xi^{-1}g^µ$. Once $\lambda$ is known, the corresponding weight element $\Theta = \sum_{i \in S} \lambda_i \Psi(i)$. Note that $\Theta$ is a linear combination of $\Psi(i)$ vectors (instead of $\Phi(i)$ vectors), since the regression problem is being solved using the associated Bellman kernel $K(i, i')$ instead of the original kernel $k(i, i')$. Substituting $\Theta$ into the expression for $\tilde{W}_µ(i)$ [Eq. (13)] and using Eq. (14), we obtain $\tilde{W}_µ(i) = \sum_{i \in S} \lambda_i K(i, i')$. Finally, the corresponding cost function $\tilde{J}_µ(i)$ is found using $\Theta$ and the expression for $\Psi(i)$ [Eq. (12)]:

$$\tilde{J}_µ(i) = \langle \Theta, \Phi(i) \rangle$$

$$= \sum_{i' \in S} \lambda_{i'} \langle \Psi(i'), \Phi(i) \rangle$$

$$= \sum_{i' \in S} \lambda_{i'} \left( \langle \Phi(i'), \Phi(i) \rangle - \alpha \sum_{j \in S} P^µ_{i,j} \langle \Phi(j), \Phi(i) \rangle \right)$$

$$= \sum_{i' \in S} \lambda_{i'} \left( k(i', i) - \alpha \sum_{j \in S} P^µ_{i', j} k(j, i) \right). \quad (16)$$

IV. APPROXIMATE POLICY ITERATION ALGORITHM USING BRE

The previous section showed how the problem of eliminating the Bellman residuals at the set of sample states $\tilde{S}$ is equivalent to solving a regression problem, and how to compute the corresponding cost function once the regression problem is solved. We now present the main policy iteration algorithm, denoted by BRE(GP), which carries out BRE using Gaussian process regression. BRE(GP) produces a cost-to-go solution whose Bellman residuals are zero at the sample states, and therefore reduces to exact policy iteration in the limit of sampling the entire state space (this will be proved later in the section). In addition, BRE(GP) can automatically select any free kernel parameters and provide error bounds on the cost-to-go solution.

Pseudocode for BRE(GP) is shown in Algorithm 1. The algorithm takes an initial policy $\mu_0$, a set of sample states $\tilde{S}$, and a kernel $k(i, i'; \Omega)$ as input. In addition, it takes a set of initial kernel parameters $\Omega \in \Omega$. The kernel $k$, as well as its associated Bellman kernel $K$ and the Gram matrix $\Xi$ all depend on these parameters, and to emphasize this dependence they are written as $k(i, i'; \Omega)$, $K(i, i'; \Omega)$, and $\Xi(\Omega)$, respectively.

The algorithm consists of two main loops. The inner loop (lines 11-16) is responsible for repeatedly solving the regression problem in $H_k$ (notice that the target values of the regression problem, the one-stage costs $g$, are computed in line 10) and adjusting the kernel parameters using a gradient-based approach. This process is carried out with the policy fixed, so the kernel parameters are tuned to each policy prior to the policy improvement stage being carried out. Line 13 inverts the Gram matrix $\Xi(\Omega)$ to find $\lambda$. Lines 14 and 15 then compute the gradient of the log likelihood function, using Eq. (8), and use this gradient information to update the kernel parameters. This process continues until a maximum of the log likelihood function has been found.

Once the kernel parameters are optimally adjusted for the current policy $\mu$, main body of the outer loop (lines 17-19) performs three important tasks. First, it computes the cost-to-go solution $\tilde{J}_µ(i)$ using Eq. (16) (rewritten on line 17 to emphasize dependence on $\Omega$). Second, on line 18, it computes the posterior standard deviation $E(i)$ of the Bellman residual function. This quantity is computed directly from Eq. (5), and it gives a Bayesian error bound on the quality of the produced cost-to-go function: for states where $E(i)$ is small, the Bellman residual $BR(i)$ is likely to be small as well. Finally, it carries out a policy improvement step.

Theoretical Properties

In this section, we prove that the cost functions $\tilde{J}_µ(i)$ generated by BRE(GP) have zero Bellman residuals at the sample states, and as a result, BRE(GP) reduces to exact policy iteration when the entire state space is sampled. The concept of a nondegenerate kernel is important in the proofs to follow, and is stated here:

**Definition A nondegenerate kernel $k(i, i') = \langle \Phi(i), \Phi(i') \rangle$ is defined as a kernel for which the Gram matrix $\Xi$, where $\Xi_{i,i' = k(i, i')}$, $i, i' \in S$, is strictly positive definite for every set $S$. Equivalently, a nondegenerate kernel is one for which the feature vectors $\{\Phi(i) \mid i \in S\}$ are always linearly independent.**

To begin, the following lemma states an important property of the mapping $\Psi(i)$ that will be used in later proofs.

**Lemma 1**: Assume the vectors $\{\Phi(i) \mid i \in S\}$ are linearly independent. Then the vectors $\{\Psi(i) \mid i \in S\}$, where $\Psi(i) = \sum_{i' \in S} \lambda_{i'} \Phi(i')$. Then $\Psi(i)$ is
where \( \Phi(i) - \alpha \sum_{j \in S} P_{ij}^\mu \Phi(j) \), are also linearly independent.

Proof: Consider the real vector space \( \mathcal{V} \) spanned by the vectors \( \{ \Phi(i) \mid i \in S \} \). It is clear that \( \Psi(i) \) is a linear combination of vectors in \( \mathcal{V} \), so a linear operator \( \hat{A} \) that maps \( \Phi(i) \) to \( \Psi(i) \) can be defined: \( \Psi(i) \equiv \hat{A} \Phi(i) = (I - \alpha P^\mu) \Phi(i) \). Here, \( \hat{A} \) is the identity matrix and \( P^\mu \) is the probability transition matrix for the policy \( \mu \). Since \( P^\mu \) is a stochastic matrix, its largest eigenvalue is 1 and all other eigenvalues have absolute value less than 1; hence all eigenvalues of \( I - \alpha P^\mu \) have absolute value less than or equal to \( \alpha < 1 \). Since all eigenvalues of \( I \) are equal to 1, \( \hat{A} = I - \alpha P^\mu \) is full rank and \( \dim(\ker(A)) = 0 \). Therefore, \( \dim(\Psi(i) \mid i \in S) = \dim(\{ \Phi(i) \mid i \in S \}) = n_s \), so the vectors \( \{ \Psi(i) \mid i \in S \} \) are linearly independent.

Theorem 2: Assume that the kernel \( k(i, i') = \langle \Phi(i), \Phi(i') \rangle \) is nondegenerate. Then the associated Bellman kernel defined by \( \kappa(i, i') = \langle \Psi(i), \Psi(i') \rangle \), where \( \Psi(i) = \Phi(i) - \alpha \sum_{j \in S} P_{ij}^\mu \Phi(j) \), is also nondegenerate.

Proof: Since \( k(i, i') \) is nondegenerate, by definition the vectors \( \{ \Phi(i) \mid i \in S \} \) are linearly independent. Therefore, Lemma 1 applies, and the vectors \( \{ \Psi(i) \mid i \in S \} \) are linearly independent, immediately implying that \( \kappa(i, i') \) is nondegenerate.

Theorem 3: Assume that the kernel \( k(i, i') = \langle \Phi(i), \Phi(i') \rangle \) is nondegenerate. Then the cost-to-go functions \( J_{\mu}(i) \) computed by BRE(GP) (on line 17) satisfy \( J_{\mu}(i) = g^\mu_i + \alpha \sum_{j \in S} P_{ij}^\mu J_{\mu}(j) \) \( \forall i \in \tilde{S} \). That is, the Bellman residuals \( BR(i) \) are identically zero at every state \( i \in \tilde{S} \).

Proof: Since \( k(i, i') \) is nondegenerate, Theorem 2 applies and \( \kappa(i, i') \) is also nondegenerate. Therefore, the Gram matrix \( \kappa(i, i') \) is positive definite, and thus invertible. It follows that, in Line 13 of the algorithm, there is a unique solution for \( \lambda \). Therefore, the regression solution \( \tilde{W}_{\mu}(i) \) computed using Gaussian process regression matches the training data: \( \tilde{W}_{\mu}(i) = g^\mu_i \) \( \forall i \in \tilde{S} \). Eq. (13) shows that this is equivalent to \( BR(i) = 0 \) \( \forall i \in \tilde{S} \), as desired.

When the entire state space is sampled (\( \tilde{S} = S \)), two immediate and important corollaries of Theorem 3 follow:

Corollary 4: Assume that the kernel \( k(i, i') = \langle \Phi(i), \Phi(i') \rangle \) is nondegenerate, and that \( \tilde{S} = S \). Then the cost-to-go function \( J_{\mu}(i) \) produced by BRE(GP) satisfies \( J_{\mu}(i) = J_{\mu}(i) \) \( \forall i \in S \). That is, the cost function \( J_{\mu}(i) \) is exact.

Proof: This follows immediately from the fact that \( BR(i) = 0 \) \( \forall i \in S \).

Corollary 5: Assume that the kernel \( k(i, i') = \langle \Phi(i), \Phi(i') \rangle \) is nondegenerate, and that \( \tilde{S} = S \). Then BRE(GP) is equivalent to exact policy iteration.

Proof: By Corollary 4, we have that the cost produced by BRE(GP), \( \tilde{J}_{\mu}(i) \), is equal to the exact cost \( J_{\mu}(i) \), at every state \( i \in S \). Since the policy improvement step (Line 19) is also exact, the algorithm carries out exact policy iteration by definition, and converges in a finite number of steps to the optimal policy.

V. COMPUTATIONAL RESULTS

BRE(GP) was implemented on the well-known “mountain car problem” [3], [14] to evaluate its performance. In this problem, a unit mass, frictionless car moves along a hilly landscape whose height \( H(x) \) is described by

\[
H(x) = \begin{cases} 
\frac{x^2 + x}{\sqrt{1 + x^2}} & \text{if } x < 0 \\
0 & \text{if } x \geq 0
\end{cases}
\]
The system state is given by \((x, \dot{x})\) (the position and speed of the car). A horizontal control force \(-4 \leq u \leq 4\) can be applied to the car, and the goal is to drive the car from its starting location \(x = -0.5\) to the “parking area” \(0.5 \leq x \leq 0.7\) as quickly as possible. The problem is challenging because the car is underpowered: it cannot simply drive up the steep slope. Rather, it must use the features of the landscape to build momentum and eventually escape the steep valley centered at \(x = -0.5\). The system response under the optimal policy (computed using value iteration) is shown as the dashed line in Figure 1; notice that the car initially moves away from the parking area before reaching it at time \(t = 14\).

In order to apply the BRE(GP), an evenly spaced 9x9 grid of sample states was chosen. Furthermore, a squared exponential kernel \(k((x_1, \dot{x}_1), (x_2, \dot{x}_2); \Omega) = \exp\left(-\frac{(x_1 - x_2)^2}{\Omega_1^2} - \frac{(\dot{x}_1 - \dot{x}_2)^2}{\Omega_2^2}\right)\) was used; here the parameters \(\Omega_1\) and \(\Omega_2\) represent characteristic length-scales in each of the two dimensions of the state space. BRE(GP) was executed, resulting in a sequence of policies (and associated cost functions) that converged after three iterations. The sequence of cost functions is shown in Figure 2 along with the optimal cost function (computed using value iteration) for comparison. The cost functions are shown after the kernel parameters were optimally adjusted for each policy; the final kernel parameters were \(\Omega_1 = 0.253\) and \(\Omega_2 = 0.572\). Of course, the main objective is to learn a policy that is similar to the optimal one. The solid line in Figure 1 shows the system response under the approximate policy generated by the algorithm after 3 iterations. Notice that the qualitative behavior is the same as the optimal policy; that is, the car first accelerates away from the parking area to gain momentum. The approximate policy arrives at the parking area at \(t = 17\), only 3 time steps slower than the optimal policy.

VI. CONCLUSION

This paper has extended the work presented in [16] by designing a Bellman residual elimination algorithm, BRE(GP), that automatically optimizes the choice of kernel parameters and provides error bounds on the resulting cost-to-go solution. This is made possible by using Gaussian process regression to solve the BRE regression problem. The BRE(GP) algorithm has a number of desirable theoretical properties, including being provably exact in the limit of sampling the entire state space. Application to a classic reinforcement learning problem indicate the algorithm yields a high-quality policy and cost approximation.
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