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Abstract—Although some image features and algorithms succeed in many tasks such as scene recognition and face recognition, carefully choosing image features and classifiers are time consuming for a specific image classification task. In this paper, we propose a method that automatically combines the classifiers with probability outputs from different features. We formulate the problem in quadric programming framework, and solve it efficiently. In addition, we proposed two classifier selection algorithms for selecting the most discriminative classifiers for the speed-accuracy trade-off. The experiment on Corel image dataset shows that our algorithm can fuse the classifiers robustly, and the classifier selection algorithm is flexible and effective.

Index Terms—image classification, classifier combination, classifier selection, max-margin approach, weighted average

I. INTRODUCTION

Image classification is defined as the labeling of images into one of predefined image labels. It can help users to organize and to browse images, and can also aid in content-based image retrieval since the image's predefined labels can help narrowing the semantic gap between low-level features and high-level semantics [1]. Although this is usually not a very difficult task for humans, it has been proved to be an extremely difficult problem for image classification algorithms [2]. The major problem is the semantic gap between the low-level image features and the conceptual information perceived by humans [3].

Many image classification systems have been developed since the early 1990s, and various image features and classification algorithms are proposed in the literature to tackle some domain-specific image classification tasks and some benchmark datasets, such as Gist [4] feature for the scene classification, Haar Wavelet [5] feature for the face detection, SIFT [6] feature for the object detection, etc. Various image representations are adopted in these systems: the images are represented by global, block-based, patch-based or region-based local features. Based on the image features, many pattern classification and machine learning algorithms from different assumptions are adopted for the image classification tasks, such as K-nearest neighbor (KNN) [7], Support Vector Machines (SVM) [8], Hidden Markov Model(HMM) [9], Diverse Density(DD) [10], and so on. While these algorithms succeed in some “benchmark” image datasets, they remained in the naive way for the image classification task because there is no universal representation for the image understanding as human vision system. Therefore, for a specific dataset, image features and classification algorithms must be chosen carefully, which is a time-consuming work. The robustness of some image classification system could be collapsed when applied to new image databases.

In order to alleviate the situation that the performances of image classification systems depend upon the corresponding image databases, automatically combine classifiers on different image features can be considered as a promising direction. Combination of classifiers from different feature sets becomes more successful due to the fact that classifiers are different and informative [11].

There exist many researches on combining multiple classifiers, and some get excellent performance on some benchmark datasets, but most of these researches mainly focus on the classification accuracy. While for the image classification task, both the accuracy and the speed are important. For a practical image classification system, the structure of the combination method must be considered. Combination methods which are time consuming will not be adopted in the system. In addition, the combination method must be tuned for the speed-accuracy trade off. As we know, combining all the classifiers can gain the highest performance, but the classification speed is the slowest. How to automatically discard some image features for the speed consideration while not losing significant accuracy must be handled in the classifier combination method.

In this paper we focus on the Weighted Average [21] based classifier combination. Some theories try to find the optimal combination method when applying to various classification tasks. According to the previous study [22], Simple Average [24](sum rule) is the optimal linearly combining rule, only if the individual classifiers exhibit both identical performances and correlations between estimation errors; otherwise, Weighted Average can provide better results. For the image classification task, the performance of image features varied too much,
which support the use of Weight Average in image classification systems. In addition, it is easier to combine some of the most discriminative features than Simple Average.

In order to construct a robust and flexible image classification system, a unified framework is proposed in the paper. The framework automatically learns the weights of the classifiers built on different image features. The problem is formulated in max-margin framework, leading to a quadratic programming problem which can be solved efficiently. Classifier selection methods are also proposed in the paper to tackle the speed-accuracy tradeoff of the image classification system. The framework is flexible and easy to tune, which makes our framework more suitable for the image classification task.

The paper is structured as follows: firstly, related works of combining classifiers are described in Section II. In Section III we propose the framework for image classification, including feature extraction, sub-classification, confidence transformation and combination process. Our Max-Margin based Weight Learning algorithm is formulated in Section IV and the corresponding classifier selection methods is described in Section V. Next, a quantitative evaluation of different approaches is shown in Section VI, along with the discussion of the results. A summary and conclusions from this work (Section VII) end this paper.
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II. RELATED WORKS

The idea of combining multiple classifiers has gained a lot of attention by researchers since the combination of classifiers is more accurate than a single classifier.[11] Methods of combining classifiers are roughly categorized into two categories: partition the data into different training sets and form a classifier (Bagging[12] and Boosting[13]); combining the classifiers trained on different classifiers. Because partition the data into different training sets is not related to the paper, we introduce the work of combining different classifiers in detail. Let \( C = \{C_1, C_2, ..., C_k\} \) be the set of classifiers, and let \( L = \{l_1, l_2, ..., l_l\} \) be the set of class labels. For each input sample \( x \), the classifier \( C \) output \( K \) decision values corresponding the class labels \( f_k(l_k|x) \), as shown in Fig.1.

![Figure 1. The output of K classifiers on J labels](image)

The problem is to fuse these decision values to the final decision. The sub-classifiers are different classifier models or trained on various feature sets. For combining the classifiers, according to Xu’s [14] methodology, the classification methods are divided into three categories based on the output of the sub-classifiers: the abstract level, the rank level and the measurement level. Many combination rules have been developed on each level. In the abstract level each sub-classifier output a unique label to each class, which is a binary value. The Majority Vote, Naive Bayes [14], BKS [15] and Wernecke [16] approach are proposed to combine the binary values. Although some successes are made by this approach, the decision information from sub-classifiers is too little. In the rank level sub-classifiers output the preferred list of each class. Compared to the abstract level, the classifier output more information to the final decision. Researchers based on this level are rare. Borda Count [17] is a simple and fast method based on the rank level. While the rank level output more information than the abstract level, we can only get some information on which class is the one label other than the other, but not the confidence of one label exceeds the other one. In the measurement level, confidence value (which is often probability) is addressed by each sub-classifier. The output is a real value, which indicates the confidence of the classifier on the corresponding label. The measurement level contains the highest amount of information among the three levels. Many fusion strategies have been proposed based on this level. Some fixed combination rules have been proposed, as listed below:

The sum rule:

\[
l = \arg \max \left\{ \sum_{k=1}^{K} f_k(l_k|x), l_k \in L \right\}
\]  

(1)

The product rule:

\[
l = \arg \max \left\{ \prod_{k=1}^{K} f_k(l_k|x), l_k \in L \right\}
\]  

(2)

The min rule:

\[
l = \arg \max \left\{ \min_{k} (f_k(l_k|x)), l_k \in L \right\}
\]  

(3)

The max rule:

\[
l = \arg \max \left\{ \max_{k} (f_k(l_k|x)), l_k \in L \right\}
\]  

(4)

Kittler[18] proposed a theoretic framework to interpret these combination rules based on different assumptions. Although these rules are simple, they succeed in many applications and benchmark datasets. In the theory, when applied to independent features, the product rule is more suitable than the sum rule. In image classification, image features tend to be independent to each other, which makes the product rule can achieve better performance than the sum rule. But the product rule is nonlinear, which makes the selection of part of features difficult. The framework proposed by us turn the product rule into linear rule by transforming the probability to another confidence value, which make our framework can get better performance and select classifiers easily.
There exists other families of works for combining classifiers, such as Fuzzy integral [19], evidential reasoning [20], Decision templates [21]. These works succeed in many fields, but for the image classification task, these methods lose the flexibility of controlling the speed-accuracy tradeoff. A huge amount of researchs on classifier combination are proposed in the literature, and we can not fully explore all of them. Please review [25] for a comprehensive study.

III. FRAMEWORK DESCRIPTION AND PROBLEM FORMULATION

A. Framework Description

The proposed framework is described in Fig.2. Assume there are J predefined labels or categories, and \( l_j (j=1,\ldots,J) \) denotes the \( j \)th image labels. Given the input image \( x \), the image classification task is to assign a predefined image label \( l_j \) to the image. As Fig.2 shows, the proposed framework is composed of four processes: feature extraction, sub-classification, confidence transformation and automatic combination. For the input image \( x \), during the feature extraction process various image features are extracted from the input image, each of which is denoted by \( t_i (i=1,\ldots,K) \). Let \( T = \{ t_1, t_2, \ldots, t_K \} \) denotes the whole image feature set. In the process of sub-classification classifiers which output the probabilities of class labels are built on the corresponding image features. Let \( f_l(l_j|x) \) is the probability that the input image \( x \) belongs to the \( j \)th label predicted by the classifier built on the feature \( t_i \). In the process the confidence transformation, the output probabilite \( f_l(l_j|x) \) is transformed to another confidence value \( F_l(l_j|x) \) which is used to improve the performance of the classifier combination methods. In the combination process the outputs are incorporated by weighted combination to gain the final class label.

B. Support Vector Machines

Support Vector Machines (SVM) are a set of supervised learning algorithms first introduced by Vapnik [26], and succeed in many classification tasks. Given a training set of instance-label pairs \((x_i, y_i)\), \(i = 1,2,\ldots,L\), the SVM require the solution of the following optimization problem:

\[
\min \frac{1}{2} w^T w + C \sum_{i=1}^{L} \varepsilon_i \\
\text{s.t.} \quad y_i (w^T \Phi(x_i) + b) \geq 1 - \varepsilon_i, \\
\varepsilon_i \geq 0
\]  

Here training vectors \( x_i \) are mapped into a higher dimensional space by the function \( \Phi \). To classify a sample \( x \), the decision function is given by:

\[
f(x) = \text{sign} \left( \sum_{i=1}^{L} \alpha_i K(x_i, x) + b \right)
\]  

Where \( K(x_i, x) = \Phi(x_i) \Phi(x) \) is the kernel function.

In order to obtain the likelihood for a test sample to be in each predefined category, the outputs (decision values) from each corresponding SVM will be mapped into probabilities by training the parameters of a sigmoid function [27] which is defined as:

\[
P(y = 1 | f) = \frac{1}{1 + \exp(Af + B)}
\]  

Where \( P \) is the probability, \( y \) is the actual label, \( f \) denote the output from SVM, and A and B are the two parameters estimated from a set of \((f, y)\)s [27].

The two class classification problem can be adapted to multi-class classification task by one-against-one approach proposed by Wu [28], which calculates the probability output of each binary classifier.

C. Confidence Transformation

Given the probability outputs of SVM for the image labels, we transform the probability to the confidence value:

\[
F_l(l_j|x) = \log(f_l(l_j|x))
\]  

By this confidence transformation, the product rule can be rewrited as:

\[
l = \arg \max \left\{ \sum_{l_i \in L} F_l(l_i|x), l_i \in L \right\}
\]  

Through this confidence transformation, the sum and product rule can be processed in the same framework. The confidence transformation procedure is optimal, but when applying to the image classification tasks, theoretical results [24] indicate that the product rule fits better than the sum rule. We show in the experiment section that the transformation procedure can gain an increasement of the fusion method’s performance.

IV. MAX-MARGIN BASED WEIGHT LEARNING
In this section we describe our Max-Margin based Weight Learning (MMWL) approach in detail. Based on the framework proposed above, the task is to learn the weight of each sub-classifier:

\[ l = \arg \max \sum_{i=1}^{K} w_i f_i(l|x_i), l \in L \] \( w_i \geq 0 \) (10)

It is a Weighted Average approach. Inspired by the large margin framework, we propose a learning scheme to determine the weight of classifiers. Given a training image set \( x_i (i = 1, 2, ..., M) \) and corresponding label \( y_i \), and in the ideal case, for all the training images, the final decision should classify the training image exactly. That is, for all the training images, the weight \( w_i \) of each classifier \( C_i \) will satisfy the following equation:

\[ \sum_{i=1}^{K} w_i f_i(y_i| x_i) = \max \sum_{i=1}^{K} w_i f_i(l| x_i) \] \( w_i \geq 0 \) (11)

That is, for each training image \( x_i \), the decision value of label \( y_i \) is larger than the value of label \( l \) if label \( l \) and \( y_i \) are not identical, resulting in the following inequation constraint hold:

\[ \sum_{i=1}^{K} w_i f_i(y_i| x_i) - \sum_{i=1}^{K} w_i f_i(l| x_i) > 0 \] \( y_i \neq l \) (12)

Denote \( f(l|x_i) \) is a \( K \) dimensional column vector of the decision value of label \( l \) by the \( K \) sub-classifiers for image \( x_i \), and \( w \) is the column vector of the weight of the \( K \) sub-classifiers, the constraints can be rewritten as:

\[ w^T f(y_i| x_i) - w^T f(l| x_i) > 0 \] \( y_i \neq l \) (13)

By scaling the weight vector \( w \), the following inequation always holds:

\[ w^T f(y_i| x_i) - w^T f(l| x_i) \geq 1 \] \( y_i \neq l \) (14)

While for the real image classification problems, the constraints can not be satisfied for all the images. To overcome this problem, we add hinge-loss on the constraint:

\[ w^T f(y_i| x_i) - w^T f(l| x_i) \geq 1 - \xi_{il} \] \( y_i \neq l, \xi_{il} \geq 0 \) (15)

In order to prevent overfitting, we add a L2 regularization penalty on \( w \). Thus, the objective function is defined as:

\[
\min \sum_{i=1}^{M} \sum_{y_i} \xi_{il} + \lambda \| w \|^2
\]

s.t.\[
\begin{align*}
& w^T f(y_i| x_i) - w^T f(l| x_i) \geq 1 - \xi_{il} \\
& \xi_{il} \geq 0 \\
& w_i \geq 0 
\end{align*}
\]

Let the \( \lambda = 1/2\lambda \), the objective function is defined as:

\[
\min \frac{1}{2} \| w \|^2 + C \sum_{i=1}^{M} \sum_{y_i} \xi_{il}
\]

s.t.\[
\begin{align*}
& \begin{align*}
& w^T f(y_i| x_i) - w^T f(l| x_i) \geq 1 - \xi_{il} \\
& \xi_{il} \geq 0 \\
& w_i \geq 0 
\end{align*}
\end{align*}
\]

The objective function is a convex programming problem which can be solved efficiently.

V. CLASSIFIER SELECTION

Combining all sub-classifiers could bring precise results, but executing all the classifiers is time consuming. In practice, most of the image classification system is spend on the feature extraction process, the classifier selection technique could make some features do not need to be extracted, resulting in increasing the speed of the system. In addition, because the performance of image features is not identical when applying real image datasets and some classifiers contribute no or a little to the final decision, discarding these features and the corresponding classifiers will not degrade the performance too much. Therefore, discarding some classifiers that contribute less to the final decision is appropriate for improving the speed of the system. In the framework proposed in the paper, the classifier is “less” contribute if is weight is small. If it is 0, the classifier do not contribute the performance, and can be discarded without the decrease of performance. We use an iterative method for the classifier selection. That is, in every iteration, we remove the classifier which have the minimum weight, and retrain the weight of other classifiers using MMWL algorithm. The algorithm stops when some stop conditions are satisfied. The algorithm is described in Fig. 3. Although the solution is not guaranteed to be the optimal combination, this greedy approach is fast and works well in practice.

For the image classification system two ways for selecting classifiers are natural: one is to select and combine \( N \) classifiers for obtaining the best performance; the other is to discard as many classifiers as possible while preserving the performance of the system. These two methods focus on the performance and speed separately.

These two classifier selection methods depend on the function CHECK_STOP(\( w \)) of the algorithm. For the first method, the function CHECK_STOP(\( w \)) is simple. That is checking if the number of classifiers exceeds the predefined \( N \). We call this method \( N \)-Select. For the second method, we use a parameter \( \lambda \) to control if the algorithm stopped:

\[ \forall w_i \quad w_i \geq \lambda \text{average}(w_i) \] (18)

Selection{

INPUT decision value \( f_i(l|x_i) \) as \( H \)
Label = \{1, 2, ..., L\}
\( w = \text{MMWL}(H) \)

while(CHECK_STOP(\( w \))){
\[
t = \arg \min \{ w_i \ i \in \text{Label} \} \\
\text{remove } t \text{ from Label} \\
\text{remove } f_i(l|x_i) \text{ from } H \\
\( w = \text{MMWL}(H) \)
\}

Figure 3. The framework of classifier selection algorithm
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Where $w_i$ is the $i$th dimension of the weight vector $w$. The intuition is that if the weight $w_i$ of every classifier $C_i$ contributes more than $\lambda * \text{average}(w)$, we think the every classifier is important for the final decision. This method is called $\lambda$-Select.

VI. EXPERIMENT

A. Experimental setup

In order to test the performance of the proposed algorithm, we use the Corel image dataset [2] for evaluation. The dataset contains ten categories of images chosen from Corel Stock Photo CD: Africa, Beach, Building, Buses, Dinosaur, Elephant, Flower, Horse, Mountain and Food which are represented as Category 0 to 9. The example image of each category is listed in Fig.4. Some categories (for example “Dinosaur”) are easy to classify while some categories are difficult (such as category “Beach” and “Mountain”). Each category contains 100 images. Seven image features are used in the proposed framework: Color Histogram [29] in RGB(CH-RGB), LUV(CH-LUV) and Lab(CH-Lab) color space, Color Coherence Vectors (CCV) [30], Edge Histogram (EH) [31], Scalable Color descriptor (SC) [31] and Pyramid-structured Wavelet Transform [32](PWT). These image features are easy to compute and can be computed in less than 1 second.

For training the SVM, we use the libsvm [33] toolbox and adopt the linear kernel. Although other kernels perform better results, the linear kernel is appropriate for high dimensional image features and relatively fast speed. The parameter $C$ of SVM is set to 10. In the dataset all the features perform well for the experimental setup.

We repeat each experiment for 10 random splits of train and test images, and report the average accuracy of the results obtained over 10 different test sets.

Our WMMWL based methods are compared in the following experiment, both with (denoted as LOG-MMWL) and without (denoted as MMWL) confidence transformation. Analogy to the sum and product rule which is used under different assumptions, we show that LOG-MMWL and MMWL have similar behaviours. The parameter of our algorithm $C'$ is set to 0.1 for all experiments.

B. MMWL results

We compare our MMWL learning method with some fixed rule methods: the average, product, max, min combination methods, and the best sub-classifier Scalable Color descriptor(SC). Firstly, we compare the performance of 50 training images in each category. The average accuracy is reported in Table.I

As shown in the Table I, Both the MMWL and LOG-MMWL achieves better than other fusion rules. In addition, the product methods are better than the sum methods, and LOG-MMWL performs better than MMWL methods, which confirms that the image features are more independent. To compare the Simple Average and Weighted Average, the MMWL outperforms the SUM rules by 2.78%, and LOG-MMWL outperforms the PRODUCT rule by 2.8%. Compared to the state of the arts, our fusion strategy is comparable to the state of the art method of this dataset, our LOG-MMWL outperforms Qi’s [1] fusion method by 2.36%, although our sub-classifier’s performance is degrade to the Qi’s sub-classifiers.

Secondly, we make a closer analysis of the performance by looking at classification results on each category in terms of the confusion matrix. The results are listed in Table II(MMWL) and Table III(LOG-MMWL) separately. The numbers on the diagonal show the classification accuracy for each category, and off-diagonal entries indicate classification errors [2]. As Table II and Table III shows, there exist some similarities in the confusion matrix. There are some classes which are easy to be classified, such as Dinosaur and Horse. The largest errors between categories are errors between Category 1(Beach) and Category 8(Mountain). Nearly more than 10% of the images in these categories are misclassified each other. The misclassification is mainly caused by the fact that “Beach” and “Mountain” categories are both semantically and visually similar.

Thirdly, in order to test the the sensitivity of the proposed method to the size of training images, we random select 10, 20, 30, 40, 50 images in each category and use the other images to test. Fig.5 gives the classification results compared with the other four fusion methods and the performance of sub-classifiers.

As Fig.5 shows, both of our methods nearly achieve the best performance in every setup, except the performance of 10 training images. This is mainly because 10 training images in every category is insufficient for estimating the probability of each SVM classifier, leading to some overfitting of the weight of the classifiers. In every setup MMWL and LOG-MMWL outperforms the sub-classifiers by nearly 10%, which confirms the effectiveness of our algorithm.

TABLE I. THE AVERAGE ACCURACY OF MMWL, LOG-MMWL, MEHTODS, PRODUCT, SUM, MIN, MAX RULE METHODS, AND THE BEST SINGLE FEATURE SC

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMWL</td>
<td>0.899</td>
</tr>
<tr>
<td>LOG-MMWL</td>
<td>0.9116</td>
</tr>
<tr>
<td>PRODUCT</td>
<td>0.8836</td>
</tr>
<tr>
<td>SUM</td>
<td>0.8712</td>
</tr>
<tr>
<td>MIN</td>
<td>0.8696</td>
</tr>
<tr>
<td>MAX</td>
<td>0.8392</td>
</tr>
<tr>
<td>SC</td>
<td>0.845</td>
</tr>
</tbody>
</table>

Figure 4. Sample images taken from 10 categories
TABLE II. THE CONFUSION MATRIX OF MMWL IMAGE CLASSIFICATION RESULTS (OVER 10 RANDOM SPLIT TRAIN AND TEST IMAGES)

<table>
<thead>
<tr>
<th></th>
<th>Cat. 0</th>
<th>Cat. 1</th>
<th>Cat. 2</th>
<th>Cat. 3</th>
<th>Cat. 4</th>
<th>Cat. 5</th>
<th>Cat. 6</th>
<th>Cat. 7</th>
<th>Cat. 8</th>
<th>Cat. 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cat. 0</td>
<td>84.20</td>
<td>2.20</td>
<td>4.40</td>
<td>0.40</td>
<td>0.80</td>
<td>5.00</td>
<td>0.20</td>
<td>0.60</td>
<td>0.00</td>
<td>2.20</td>
</tr>
<tr>
<td>Cat. 1</td>
<td>2.60</td>
<td>71.60</td>
<td>4.20</td>
<td>4.00</td>
<td>0.00</td>
<td>1.80</td>
<td>0.00</td>
<td>0.80</td>
<td>13.40</td>
<td>1.60</td>
</tr>
<tr>
<td>Cat. 2</td>
<td>1.40</td>
<td>3.80</td>
<td>85.60</td>
<td>0.80</td>
<td>0.60</td>
<td>1.00</td>
<td>0.60</td>
<td>0.40</td>
<td>4.60</td>
<td>1.20</td>
</tr>
<tr>
<td>Cat. 3</td>
<td>0.40</td>
<td>0.20</td>
<td>0.80</td>
<td>98.40</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.20</td>
</tr>
<tr>
<td>Cat. 4</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Cat. 5</td>
<td>3.60</td>
<td>1.00</td>
<td>0.60</td>
<td>0.00</td>
<td>0.00</td>
<td>89.00</td>
<td>0.00</td>
<td>2.60</td>
<td>3.00</td>
<td>0.20</td>
</tr>
<tr>
<td>Cat. 6</td>
<td>0.80</td>
<td>0.20</td>
<td>0.00</td>
<td>0.80</td>
<td>0.20</td>
<td>0.00</td>
<td>97.00</td>
<td>0.80</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Cat. 7</td>
<td>0.00</td>
<td>11.00</td>
<td>4.40</td>
<td>0.00</td>
<td>0.20</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
<td>80.80</td>
<td>0.00</td>
</tr>
<tr>
<td>Cat. 8</td>
<td>2.40</td>
<td>1.20</td>
<td>0.00</td>
<td>0.60</td>
<td>0.00</td>
<td>0.00</td>
<td>1.40</td>
<td>0.40</td>
<td>0.60</td>
<td>93.40</td>
</tr>
</tbody>
</table>

TABLE III. THE CONFUSION MATRIX OF LOG-MMWL IMAGE CLASSIFICATION RESULTS (OVER 10 RANDOM SPLIT TRAIN AND TEST IMAGES)

<table>
<thead>
<tr>
<th></th>
<th>Cat. 0</th>
<th>Cat. 1</th>
<th>Cat. 2</th>
<th>Cat. 3</th>
<th>Cat. 4</th>
<th>Cat. 5</th>
<th>Cat. 6</th>
<th>Cat. 7</th>
<th>Cat. 8</th>
<th>Cat. 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cat. 0</td>
<td>84.60</td>
<td>3.20</td>
<td>2.60</td>
<td>0.00</td>
<td>0.80</td>
<td>5.80</td>
<td>0.00</td>
<td>0.00</td>
<td>0.40</td>
<td>2.60</td>
</tr>
<tr>
<td>Cat. 1</td>
<td>2.80</td>
<td>75.60</td>
<td>4.40</td>
<td>1.40</td>
<td>0.00</td>
<td>1.20</td>
<td>0.00</td>
<td>0.20</td>
<td>13.20</td>
<td>1.20</td>
</tr>
<tr>
<td>Cat. 2</td>
<td>0.60</td>
<td>4.60</td>
<td>87.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.20</td>
<td>0.00</td>
<td>4.40</td>
<td>1.60</td>
<td></td>
</tr>
<tr>
<td>Cat. 3</td>
<td>0.20</td>
<td>0.80</td>
<td>0.60</td>
<td>98.20</td>
<td>0.00</td>
<td>0.20</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Cat. 4</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Cat. 5</td>
<td>3.00</td>
<td>1.20</td>
<td>0.20</td>
<td>0.00</td>
<td>0.00</td>
<td>89.80</td>
<td>0.00</td>
<td>1.80</td>
<td>3.60</td>
<td>0.40</td>
</tr>
<tr>
<td>Cat. 6</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>99.20</td>
<td>0.00</td>
<td>0.00</td>
<td>0.80</td>
</tr>
<tr>
<td>Cat. 7</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>99.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Cat. 8</td>
<td>0.00</td>
<td>9.80</td>
<td>3.60</td>
<td>0.00</td>
<td>0.40</td>
<td>1.80</td>
<td>0.80</td>
<td>0.00</td>
<td>83.60</td>
<td>0.00</td>
</tr>
<tr>
<td>Cat. 9</td>
<td>2.20</td>
<td>0.60</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.40</td>
<td>1.00</td>
<td>0.00</td>
<td>1.20</td>
<td>94.60</td>
</tr>
</tbody>
</table>

C. The effectiveness of classifier selection methods

In order to test the effectiveness of the classifier selection methods, we alternate the parameter of the classifier selection algorithms and compare the results of different parameters. Firstly, we test the effectiveness of N-Select method. The N=1, 2, 3 is compared in the paper, and when N>3, the performance is nearly close to combining all the classifiers. The result is showed in Fig.6. As expected, when N increases(selecting more features), the corresponding classification accuracy increases. When N=1, the performance is much superior to that of the best sub-classifier SC. The exception is N=1, our selection algorithm fails to select the most discriminative methods. Although MMWL algorithm is degrade to the LOG-MMWL algorithm, its performance is more robust to the parameter. Fig.7 shows the result of λ-Select method. λ is chosen from 0.6 to 0.9 with a step of 0.1. We do not try λ<0.6 because our algorithm generates sparse weights; the other parameters have similar performance with the MMWL and LOG-MMWL methods separately. The λ controls the the sparseness of the weights, and the algorithm with the larger lambda will generate the less sparse weight. When λ decreases, the performance increases as expected. From Fig.7 we can see that although MMWL has less performance than LOG-MMWL, the MMWL is more robust than the LOG-MMWL method. When λ=0.9 in LOG-MMWL method,
the performance is degrade to the SC methods. When \( \lambda = 0.9 \), in most cases, there is one classifier selected, leading to the same problem with N-Select method through weight learning. Although our method fails to select the best one classifier, our methods succeed in selecting two or more classifiers.

VII. CONCLUSION

In this paper, we advocate the weighted average framework, and propose a unified framework that combined multiple image features. Based on these classifiers computed on multiple image features, a Max Margin based Weight Learning method is proposed to learn the optimal weight of classifiers. Based on the MMWL method, we also proposed a classifier selection method to gain the speed-accuracy trade-off. Experimental results show that our MMWL method and the classifier selection method are effective and robust.
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