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Abstract—Fractional frequency reuse (FFR) is an efficient method to suppress inter-cell interference (ICI) in multi-cell OFDMA networks. In this paper, the optimal threshold is designed for FFR schemes to identify cell central and edge users. We first derive throughput of the FFR scheme considering small-scale fading channels and different scheduling strategies. Then we conclude from the analysis and simulation results that the throughput of maximum normalized SINR (MNSINR) scheduling is larger than that of round robin scheduling, and the optimal thresholds for both scheduling strategies decrease with the increase of cell user number. Simulation results also show that the performance of FFR scheme with the optimal threshold outperforms that with the conventional predefined threshold.

I. INTRODUCTION

Orthogonal frequency division multiple access (OFDMA) technology has been widely applied in the next generation cellular networks, such as WiMAX and 3GPP LTE [1], [2]. Although there is no intra-cell interference among users due to subcarrier orthogonality, inter-cell interference (ICI) still exists in OFDMA networks. Especially, with explosive growth of high-quality wireless services, frequency resources are expected to be fully reused among different cells to improve network throughput, which will cause severe ICI and thus serious performance degradation for cell edge users.

In order to guarantee the performance of cell edge users and meanwhile obtain high spectral efficiency over the entire OFDMA network, several schemes have been proposed, including power control, fractional frequency reuse (FFR), scheduling, and MIMO techniques [3]. Among these techniques, FFR is a simple but effective method to reduce ICI. The basic idea of FFR is to apply a small frequency reuse factor to cell central users who have higher SINRs, and apply a large one to cell edge users who have lower SINRs. Through different reuse-factor deployment for users with different SINRs, FFR can achieve good tradeoff between average throughput of the whole network and the performance of cell edge users [4]. According to different adjusting time scale, FFR schemes can be implemented statically or dynamically. For the static FFR scheme, all parameters are configured in advance and keep constant over certain period of time while for the dynamic FFR scheme, some parameters can be adjusted according to instantaneous channel information and traffic load of the networks [5]. In this paper, we concern about the design of static FFR scheme.

In static FFR schemes, selection of important parameters, such as frequency reuse factors, frequency bands for central and edge users and distance or SINR threshold for user identification, affects the performance significantly. However, due to the complexity of optimizing these parameters, they are usually selected based on experiences [4]–[6]. For example, the distance threshold is determined by the criterion that the ratio of average number of central users to the average number of edge users is equal to the ratio of the corresponding subcarriers [4]. In [7], the distance and SINR thresholds are optimized to maximize the average to variance ratio of SINR. In [8], the optimal frequency reuse factor for cell edge region and distance threshold are optimized jointly. Although the threshold has been optimized in [7] and [8], small scale fading channels and scheduling strategies have not been considered, which may play an important role on the threshold design.

In this paper, we will address optimal threshold design for FFR schemes considering two scheduling strategies, round robin (RR) scheduling and the maximum normalized SINR (MNSINR) scheduling. Specifically, we describe system model and derive the network throughput in Section II. Then the impact of scheduling strategies and cell user number on the design of the optimal SINR threshold is investigated in Section III. Simulation results are provided in Section IV and the paper is concluded in Section V.

II. SYSTEM AND THROUGHPUT

In this section, the network model with FFR schemes is first described, and then the average cell throughput is derived.

A. Cell Network Model and FFR Scheme

Consider the downlink of an OFDMA cellular network with the FFR scheme, as shown in Fig. 1. For analytical convenience, the shape of a cell is modeled as a circle with radius, $R$. We assume that base stations (BS) with omnidirectional antennas are located in the center of cells and users are independently and uniformly distributed in each cell.

For the FFR scheme, users at the center or on the edge of a cell are identified based on the received long term SINRs when...
the frequency resource is fully reused. A user is regarded as at
the center of a cell if its SINR is above a threshold, otherwise,
it is regarded as at the edge. Denote $M_C$ and $M_E$ to be
the index sets of the central users and the edge users, respectively. Then, we have

$$M_C = \{m : \Gamma_m > \Gamma_{th}\} \text{ and } M_E = \{m : \Gamma_m \leq \Gamma_{th}\},$$

(1)

where $\Gamma_m$ denotes the long term SINR of user $m$ when
the frequency resource is fully reused and $\Gamma_{th}$ represents the SINR
threshold. The whole frequency band is divided into two parts
for the central and edge users, respectively. The central users
are usually with a smaller reuse factor than the edge users.
In this paper, we apply reuse factors of one and three for the
central and edge users, respectively. As shown in Fig. 1b, $F_C$
is the band shared among the central users of all the cells
and three equal non-overlapped subbands, $F_1$, $F_2$ and $F_3$, are
allocated to the edge users of three neighboring cells. Since
all cells are similar, we will focus on one cell from now on.
The frequency band used by the edge users of concerned cell
is denoted as $F_E$.

B. Channel Model and SINR

In this paper, we assume that all the channels in different
links have the same characteristics and consist of large-scale
fading part and small-scale fading part. Since long-term SINR
threshold is used to distinguish users, the effect of path loss
and shadowing fading is combined. In order to simplify the
derivation, only path loss is considered in this paper and the
derivation taking into account the shadowing is similar. The
path loss can be expressed as

$$P_L(d) = \frac{K}{d^\alpha},$$

(2)

where $d$ is the distance between the transmitter and the
receiver, $\alpha$ is the path loss factor, and $K$ is the pass loss
when $d = 1$. Denote $H_{m,n}$ to be the frequency response of
the small-scale fading channel from BS $j$ to user $m$ on the $n$th
subcarrier, which is subject to complex Gaussian distribution
with zero mean and variance $\sigma_h^2$.

Then, the SINR of user $m$ on the $n$th subcarrier can be written as

$$\text{SINR}_{m,n} = \frac{P_L(d_{0,m})||H_{m,n}^0||^2 P}{N_0 \Delta f + I_m},$$

(3)

where $d_{0,m}$ is the distance between user $m$ and BS 0 which
is the destination of user $m$, $P$ denotes the power allocated
on each subcarrier, $N_0$ denotes the power spectral density of
noise, $\Delta f$ is the subcarrier spacing and $I_m$ denotes average
power of the interference received by user $m$, which can be expressed as

$$I_m = \mathbb{E}[\sum_{j \in J_m} P_L(d_{j,m})||H_{m,n}^j||^2 P] = \sum_{j \in J_m} P_L(d_{j,m})\sigma_h^2 P.$$  

(4)

The value of $I_m$ depends on the position of user $m$ and the
interfering cell set $J_m$.

In order to simplify the analysis, we define long-term SINR
of user $m$ as

$$\bar{\Gamma}_m \triangleq \mathbb{E}[\text{SINR}_{m,n}] = \frac{P_L(d_{0,m})\sigma_h^2 P}{N_0 \Delta f + I_m}.$$  

(5)

Note that $\bar{\Gamma}_m$ is different from $\Gamma_m$. The former
represents the long-term SINR when FFR schemes are used, while
the latter is the long-term SINR when the frequency reuse factor is 1.
Substituting (5) into (3), we can easily obtain

$$\text{SINR}_{m,n} = \bar{\Gamma}_m \frac{||H_{m,n}^0||^2}{\sigma_h^2} = \bar{\Gamma}_m ||\xi_{m,n}||^2$$

(6)

where $\xi_{m,n}$ is complex Gaussian with zero mean and unit variance.

C. Scheduling Strategies

In this paper, we consider RR and MNSINR scheduling
strategies in frequency domain.

The principle of RR scheduling is to select users to access
each subcarrier with equal probability. Denote $\bar{m}_n$ to be user
index which is selected to access the $n$th subcarrier, then

$$\text{Pr}\{\bar{m}_n = m\} = \frac{1}{|M_S|}, \text{ m} \in M_S, n \in F_S$$

(7)

where $M_S$ can be chosen to be $M_C$ or $M_E$ according to the
position of user $m$ and $|M_S|$ is the number of elements in set
$M_S$. Such denotations will be used in the subsequence.

The MNSINR scheduling selects the user with maximum
normalized SINR to access each subcarrier, which can be
mathematically expressed as

$$\bar{m}_n = \arg \max_{m \in M_S} \{||\xi_{m,n}||^2\}, \text{ n} \in F_S.$$  

(8)

The MNSINR scheduling is good approximation of the propor-
tional fair scheduling [6], which not only obtains multiuser
diversity to improve the system throughput, but also keeps
certain fairness among users.

D. Distribution of Main Random Variables

Before deriving cell throughput, we first clarify distributions
of random variables that will be used frequently afterwards.
Since users are assumed to be uniformly distributed in a
cell, the distance $d_{0,m}$, and the polar angle $\theta_m$ are with the
following distributions,
\[ f_D(d_{0,m}) = \frac{2d_{0,m}}{R^2 - R_0^2}, \quad R_0 \leq d_{0,m} \leq R \]
\[ f_\theta(\theta_m) = \frac{1}{2\pi}, \quad 0 \leq \theta_m \leq 2\pi, \] (9)
where \( R_0 \) corresponds to the closest distance that user \( m \) can be away from BS 0.

Once \( d_{0,m} \) and \( \theta_m \) are given, the signal power and interference power are known. Therefore, \( \Gamma_m \) is a function of \( d_{0,m} \) and \( \theta_m \). Based on the analysis in [9], we know \( \Gamma_m \) varies little with \( \theta_m \) and can be approximately expressed as a monotonous decreasing function of \( d_{0,m} \). Assume the SINR threshold in (1), \( \Gamma_{th} \), corresponds to the distance threshold \( R_{th} \), the probability that user \( m \) lies in the central or edge region can be calculated as follows.

\[ P_C = Pr\{\Gamma_m > \Gamma_{th}\} = Pr\{R_0 \leq d_{0,m} < R_{th}\} = \int_{R_0}^{R_{th}} f_D(x) dx = \frac{R_{th}^2 - R_0^2}{R^2 - R_0^2}, \] (10)

and
\[ P_E = Pr\{\Gamma_m \leq \Gamma_{th}\} = 1 - P_C = \frac{R^2 - R_{th}^2}{R^2 - R_0^2}. \] (11)

We can further obtain the distribution of user number in cell central and edge regions as follows
\[ Pr\{|M_C| = k\} = \binom{M}{k} P_C^k P_E^{M-k}, \] (12)
and
\[ Pr\{|M_E| = k\} = \binom{M}{k} P_C^k P_E^{M-k}, \] (13)
where \( M \) is the total user number and \( \binom{M}{k} \) denotes combination operation.

Since \( \xi_{m,n} \) is subject to Gaussian distribution with zero mean and unit variance, the cumulative distribution function of \( \|\xi_{m,n}\|^2 \) is
\[ F(\gamma) = 1 - \exp(-\gamma). \]

When the RR scheduling is used, the distribution of the small scale fading gain on the \( n \)th subcarrier, \( \|\xi_{m,n}\|^2 \), is
\[ F_S^{RR}(\gamma) = \sum_{k \in \mathcal{M}_S} Pr\{|\xi_{m,n}|^2 = k\} F(\gamma) = 1 - \exp(-\gamma). \] (14)

When the MNSINR scheduling is used, the distribution of \( \|\xi_{m,n}\|^2 \) can be expressed as
\[ F_S^{M}(\gamma) = F^{|\mathcal{M}_S|}(\gamma) = [1 - \exp(-\gamma)]^{|\mathcal{M}_S|}. \] (15)

E. Theoretical Throughput Calculation

In this subsection, the cell throughput is calculated based on the assumption that the ICI is with complex Gaussian distribution. Although such assumption may be invalid in reality, the Gaussian interference is the worst case and the calculated throughput under this assumption can be regarded as the lower bound of the cell throughput [10].

If ICI is Gaussian, according to the Shannon’s formula, the instantaneous throughput in cell central region can be expressed as
\[ C_C = \Delta f \sum_{n \in \mathcal{F}_C} \log_2(1 + SIR_{\hat{m}_n,n}). \] (16)

Then, the average throughput in cell central region can be expressed as
\[ \bar{C}_C = E[\Delta f \sum_{n \in \mathcal{F}_C} \log_2(1 + SIR_{\hat{m}_n,n})] \]
\[ = \Delta f \sum_{k=1}^{R_M} Pr\{|M_C| = k\} \bar{E}_C \sum_{n \in \mathcal{F}_C} \log_2(1 + \tilde{\Gamma}_{\hat{m}_n,n} \|\xi_{\hat{m}_n,n}\|^2) \] (17)
where \( \mathcal{F}_C \) represents the set of all random variables in the expression of instantaneous throughput.

It is necessary to clarify the random variables in \( \mathcal{V}_C \). From the description in the subsection D of previous section, we know that \( \tilde{\Gamma}_{\hat{m}_n,n} \) is a function of the random variable \( d_{0,n} \). Therefore, the set \( \mathcal{V}_C \) includes \( \{d_{0,n}\}_{n \in \mathcal{F}_C} \) and \( \{\|\xi_{\hat{m}_n,n}\|^2\}_{n \in \mathcal{F}_C} \). It is readily to prove that random variables, \( \{d_{0,n}\}_{n \in \mathcal{F}_C} \) and \( \{\|\xi_{\hat{m}_n,n}\|^2\}_{n \in \mathcal{F}_C} \), are independent of the indexes of user and subcarrier.

Therefore, we can further simplify (17) as
\[ \bar{C}_C = \Delta f |\mathcal{F}_C| \sum_{k=1}^{R_M} Pr\{|M_C| = k\} \bar{E}_C \sum_{n \in \mathcal{F}_C} \log_2(1 + \tilde{\Gamma}_E \|\xi_{\hat{m}_n,n}\|^2), \] (18)
where \( \tilde{\Gamma}_E \) and \( \|\xi_{\hat{m}_n,n}\|^2 \) have the same distributions as \( \{\tilde{\Gamma}_{\hat{m}_n,n}\}_{n \in \mathcal{F}_C} \) and \( \{\|\xi_{\hat{m}_n,n}\|^2\}_{n \in \mathcal{F}_C} \), respectively. Similarly, the average throughput in the cell edge region can be expressed as
\[ \bar{C}_E = \Delta f |\mathcal{F}_E| \sum_{k=1}^{R_M} Pr\{|M_E| = k\} \bar{E}_E \sum_{n \in \mathcal{F}_C} \log_2(1 + \tilde{\Gamma}_E \|\xi_{\hat{m}_n,n}\|^2), \] (19)

Consequently, the average cell throughput is
\[ \bar{C} = \bar{C}_C + \bar{C}_E \]
\[ = \Delta f |\mathcal{F}_C| \sum_{k=1}^{R_M} Pr\{|M_C| = k\} \bar{E}_C \sum_{n \in \mathcal{F}_C} \log_2(1 + \tilde{\Gamma}_E \|\xi_{\hat{m}_n,n}\|^2) + \Delta f |\mathcal{F}_E| \sum_{k=1}^{R_M} Pr\{|M_E| = k\} \bar{E}_E \sum_{n \in \mathcal{F}_C} \log_2(1 + \tilde{\Gamma}_E \|\xi_{\hat{m}_n,n}\|^2). \] (20)

III. Throughput Analysis and Threshold Optimization

In this section, we will analyze the impact of different scheduling strategies and cell user number on cell throughput and optimal threshold.

When the RR scheduling is used, we know that \( \bar{E}_C \sum_{n \in \mathcal{F}_C} \log_2(1 + \tilde{\Gamma}_E \|\xi_{\hat{m}_n,n}\|^2) \) in (20) is independent of \( |\mathcal{M}_S| \) based on the distribution of \( \|\xi_{\hat{m}_n,n}\|^2 \) in (14). Then the average throughput with RR scheduling can be expressed as
\[ \bar{C}_R = \Delta f |\mathcal{F}_C| (1 - P_M^E) \bar{E}_C \sum_{n \in \mathcal{F}_C} \log_2(1 + \tilde{\Gamma}_E \|\xi_{\hat{m}_n,n}\|^2) + \Delta f |\mathcal{F}_E| (1 - P_M^E) \bar{E}_E \sum_{n \in \mathcal{F}_C} \log_2(1 + \tilde{\Gamma}_E \|\xi_{\hat{m}_n,n}\|^2), \] (21)
It is easy to derive that
\[
E_{\mathcal{V}_c}[\log_2(1 + \Gamma_c\|\xi_c\|^2)] = \frac{1}{\ln2} \int_{R_0}^{R_{th}} \frac{I_1\left(\frac{1}{\Gamma_c(x)}\right) 2x - d\Gamma_c(x)}{(R^2 - R^2_{th})} \quad (22)
\]
and
\[
E_{\mathcal{V}_s}[\log_2(1 + \Gamma_s\|\xi_s\|^2)] = \frac{1}{\ln2} \int_{R_0}^{R_{th}} I_1\left(\frac{1}{\Gamma_s(x)}\right) 2x - d\Gamma_s(x) \quad (23)
\]
where \(I_1(\mu)\) is defined as \(I_1(\mu) = \int_0^{+\infty} \ln(1 + t)e^{-\mu t}dt\) and (14) is used for derivation. Note that we rewrite \(\tilde{\Gamma}_S\) as \(\tilde{\Gamma}_S(x)\) to emphasize that \(\tilde{\Gamma}_S\) is the function of the distance, \(x\). After substituting (22) and (23) into (21), the accurate throughput of the RR scheduler is expressed as a function of the threshold \(R_{th}\).

When the MNSINR scheduler is used, the accurate throughput cannot be easily derived because the value of expression \(E_{\mathcal{V}_s}[\log_2(1 + \Gamma_s\|\xi_s\|^2)]\) in (20) depends on |\(M_S\)|. Therefore, we use the upper bound as an approximation to gain some insights.

From Jensen’s inequality, we can obtain that
\[
E_{\mathcal{V}_s}[\log_2(1 + \Gamma_s\|\xi_s\|^2)] \leq E_{\mathcal{V}_s} \{\log_2(1 + \Gamma_sE[\|\xi_s\|^2][\|\xi_s\|^2])\}.
\]

Since \(\tilde{\Gamma}_S\) is usually very large in FFR schemes, we can further simplify the expression as follows
\[
E_{\mathcal{V}_s}[\log_2(1 + \Gamma_S\|\xi_S\|^2)] \leq E_{\tilde{\Gamma}_S}[\log_2(\tilde{\Gamma}_SE[\|\xi_s\|^2][\|\xi_s\|^2])]
= E_{\tilde{\Gamma}_S}[\log_2\tilde{\Gamma}_S] + \log_2\left(E[\|\xi_s\|^2][\|\xi_s\|^2]\right). \quad (24)
\]

Substituting (24) into (20), we can obtain equation (25) at the top of next page, where \(E_{\|\xi_s\|^2}[\|\xi_s\|^2] = \sum_{k=1}^{\left|\mathcal{M}_S\right|} \frac{1}{\pi} \) and
\[
E_{\mathcal{Y}_C}[\log_2(\tilde{\Gamma}_C)] = \int_{R_0}^{R_{th}} 2x \log_2\tilde{\Gamma}_C(x)dx \quad \text{and} \quad E_{\mathcal{Y}_s}[\log_2(\tilde{\Gamma}_s)] = \int_{R_0}^{R_{th}} 2x \log_2\tilde{\Gamma}_s(x)dx \quad \text{and} \quad E_{\mathcal{Y}_s}[\log_2(\tilde{\Gamma}_s)] = \int_{R_0}^{R_{th}} 2x \log_2\tilde{\Gamma}_s(x)dx.
\]

When expressions (10) – (13) are substituted into the right side of (25), the upper bound can be expressed as a function of \(R_{th}\). We use it as the approximate throughput of the MNSINR scheduling, which will be proved a good approximation from the following simulation results.

Comparing (21) with (25), we can find that the throughput of MNSINR scheduling is larger than that of RR scheduling and both of them increase with the user number \(M\). Due to the complexity of throughput expressions, the impact of user number on the threshold, \(R_{th}\), cannot be observed directly. We have proved that the optimal threshold decreases with the increase of \(M\). Due to the space limitation, we cannot provide the detailed proof here. However, from the simulation results, the same conclusion can also be obtained.

IV. NUMERICAL AND SIMULATION RESULTS

In this section, we will provide numerical and simulation results for FFR schemes with different scheduling strategies and different user numbers. In our simulation, we consider 19 cells that have the same size and deployment. The threshold in all figures refers to \(R_{th}\) in previous discussion and main parameters are listed in Table I.

We first compare simulation results with numerical results to demonstrate that the approximation in (25) is reasonable. From Figure 2, we can see the gap between these two results is very small, which validates that the approximation is very accurate for the MNSINR scheduling.

Figure 3 illustrates the performance of the RR and MNSINR scheduling strategies. It can be observed that the throughput of both strategies increases with user number \(M\) and the throughput of the MNSINR scheduling is larger than that of the RR scheduling. The reason is that the MNSINR scheduling can obtain the diversity gain from the selection of the small scale fading channel gains but the RR scheduling cannot. We can also see that the optimal threshold becomes smaller with increase of \(M\) and it goes towards \(R_0\) when \(M \to \infty\).

In order to highlight the importance of threshold design considering small-scale fading channels and scheduling strategies,
we compare the performance of FFR scheme using the optimal threshold with that using a fixed threshold. The fixed threshold is based on the principle that the ratio of average number of central users to the average number of edge users is the ratio of the corresponding subcarriers [4], i.e. \( \frac{T_f^2 - R_f^2}{R_f^2} = \frac{|F_C|}{|F_E|} \), where \( T_f \) is the fixed threshold. The throughput versus user number is shown in Figure 4. As we expect, the performance of the optimal threshold outperforms that of the fixed threshold, which means FFR schemes with the optimal threshold can obtain more diversity gains than that with the fixed threshold.

V. CONCLUSION

In this paper, we have designed the optimal threshold that is used to identify the cell central and edge users for FFR schemes in multi-cell OFDMA-based networks. First, the average throughput of FFR scheme with the RR or MNSINR scheduling has been derived. From analysis and simulation results, we have found that both the throughput of the RR scheduling and the throughput of the MNSINR scheduling increase with the user number while the optimal threshold decreases with the increase of the user number. It can be observed that the cell throughput with the optimal threshold considering small-scale fading channels and scheduling strategies outperforms that with a fixed threshold.

\[
\bar{C}_M \approx \Delta f \{ |F_C| \sum_{k=1}^{M} Pr\{ |M_C| = k \} \{ E_{\Gamma_C} \log_2 \Gamma_C + \log_2 (E_{\|x_C\|^2 \|\xi_C\|^2}) \} \\
+ \Delta f \{ |F_E| \sum_{k=1}^{M} Pr\{ |M_E| = k \} \{ E_{\Gamma_E} \log_2 \Gamma_E + \log_2 (E_{\|x_E\|^2 \|\xi_E\|^2}) \} \} \\
= \Delta f \{ |F_C| \{ 1 - P^M \} E_{\Gamma_C} \log_2 \Gamma_C + \Delta f \{ |F_E| \{ 1 - P^M \} E_{\Gamma_E} \log_2 \Gamma_E \} \\
+ \Delta f \{ |F_C| \sum_{k=1}^{M} Pr\{ |M_C| = k \} \log_2 (E_{\|x_C\|^2 \|\xi_C\|^2}) \} + \Delta f \{ |F_E| \sum_{k=1}^{M} Pr\{ |M_E| = k \} \log_2 (E_{\|x_E\|^2 \|\xi_E\|^2}) \}
\]
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