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Abstract

Usually, the expected loss minimization criterion is used in order to look for the optimal model that expresses a certain response variable as a function of a collection of attributes. We generalize this criterion, in order to be able to deal with those situations where a numerical loss function makes no sense or is not provided by the expert. In a first stage, we consider the new framework in standard situations, where both the collection of attributes and the response variables are observed with precision. In a second one, we assume that we are just provided with imprecise information about them (in terms of set-valued data sets). We cast some comparison criteria from the recent literature on learning methods from low-quality data as particular cases of our general approach.

Keywords.- Regression, classification, loss function, generalized stochastic ordering, set-valued data, low-quality data.

1. Introduction

We deal with those machine learning problems where the goal is to find an optimal model $f : \mathcal{X} \rightarrow \mathcal{Y}$ relating some response variable $Y : \Omega \rightarrow \mathcal{Y}$ to a collection of attributes $X : \Omega \rightarrow \mathcal{X}$, both of them defined on the same population \(\Omega\). This kind of optimization problems usually aim at minimizing the expected loss, according to some loss function $\Delta : \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}$ that assigns a specific value to every pair $(Y(\omega), f(X(\omega)))$, composed by the outcome of the response variable and its estimate based on the collection of attributes, for every individual $\omega \in \Omega$. Very typical examples of that are the square and the absolute value of the difference $(\Delta(y, \hat{y}) = (y - \hat{y})^2)$ and $\Delta(y, \hat{y}) = |y - \hat{y}|$, respectively, both of them commonly used in regression problems, as well as the $0-1$--valued loss function $\Delta(y, \hat{y}) = 1_{\hat{y} \neq y}$, frequently used in classification problems. But sometimes, a numerical valued loss function is impossible to assess. For instance, an expert can tell us that classifying a girl with severe dyslexia as non-dyslexic is worse than classifying her as having a moderate dyslexia, but he may be unable to provide us with specific loss values on a numerical scale.

On the other hand during the last years, there has been a growing interest ([7, 8, 10, 15, 22, 24]) in the development of learning models from set-valued datasets, extending existing learning algorithms to the case where our data points are not elements in the cartesian product $\mathcal{X} \times \mathcal{Y}$ anymore, but (crisp or fuzzy) subsets of it. In order to do so, one should first distinguish between the “ontic” and the “epistemic” interpretations of set-valued data (see [3, 11]). Under the ontic approach (also called the “conjunctive” approach), sets are understood as complex entities observed with precision. As pointed out by E. Hüllermeier in [15], this interpretation suggests learning models that produce sets as predictions, i.e., models that reproduce the observed data. Thus, methods based on this interpretation of (fuzzy) sets usually produce parametric models where the parameters are indeed subsets of the parametric space, instead of elements of it. On the contrary, under the epistemic approach (also called the “disjunctive” approach), sets are used to describe our (in)complete knowledge about the true outcomes of the vector of attributes and/or the response variable: we do not observe their exact values, but we just can provide sets that contain them with total certainty. In that case, we aim to find a crisp model that relates the (possibly ill-observed) response variable to the (also possibly ill-observed) random vector of attributes. Models are therefore usual functions of the form $f : \mathcal{X} \rightarrow \mathcal{Y}$, but our information about their respective performances over a particular individual $\omega$ is incomplete, and it can be naturally expressed in terms of a subset of the form:

$$\{\Delta(y, f(x)) : x \in \Xi(\omega), y \in \Upsilon(\omega)\},$$

where $\Xi(\omega)$ and $\Upsilon(\omega)$ denote the most precise sets that respectively contain $X(\omega)$ and $Y(\omega)$ with certainty, according to our incomplete information. Our information about the expected loss is therefore also incomplete, and a partial or a total ordering over the class of subsets of the real line, extending the usual order, needs to be considered, in order to compare two different models. This technique gives birth to different extended methods, depending on the nature of the algorithms to be extended and the partial/total ordering selected ([17, 18, 19, 20, 24, 25, 26]). This paper makes use...
of these techniques in a more general context, where a numerical loss function is not necessarily defined, and therefore an expected loss minimization does not necessarily make sense. In our framework, every model is identified with a random variable representing its reward (the opposite to its loss). According to this view, any pairwise comparison criterion between models can be identified with a stochastic ordering. In this context, the expected loss minimization criterion is based on a well known stochastic ordering called “dominance in the sense of expected utility”. Such a particular stochastic ordering criterion is replaced by a general family of criterion involving a wider family of stochastic orderings, where the “expectation dominance” criterion is just a particular example. Other stochastic orderings do not require the compared random elements to be numerical valued, and therefore non numeric loss functions can be considered in our general environment.

Our goal in the paper is not to argue that any particular method for the selection of optimal (or, more generally, non-dominated) models is better than another, but simply to present a general framework that facilitates the study of formal relations between different selection criteria.

2. Basic notions and nomenclature

Let \( \Omega \) denote the population under study. Let \( \mathcal{X} \) be the input space (the set of possible outcomes of the vector of attributes) and let \( \mathcal{Y} \) denote the output space, i.e., the set of possible outcomes for the response variable. For instance, in a regression problem, the output space may coincide with the real line, while in a classification problem it will represent the collection of classes. \( \mathcal{X} = (X_1, \ldots, X_d) : \Omega \rightarrow \mathcal{X} \) will denote the random vector of attributes and \( \gamma : \Omega \rightarrow \mathcal{Y} \) will stand for the response variable (in particular, in classification problems, \( \gamma(\omega) \) will represent the class of object \( \omega \)).

We will consider a loss function \( \Delta : \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R} \), penalizing wrong predictions. A model will incur a penalty \( \Delta(y, \hat{y}) \) if the true output value is \( y \) and the model predicts \( \hat{y} \). Examples of loss functions commonly used in regression problems are the so-called square loss \( \Delta(y, \hat{y}) = (y - \hat{y})^2 \), the absolute loss, \( \Delta(y, \hat{y}) = |y - \hat{y}| \), and the \( \epsilon \)-insensitive loss \( \Delta(y, \hat{y}) = (|y - \hat{y}| - \epsilon) \cdot 1_{|y - \hat{y}| > \epsilon} \).

In classification problems, the zero-one loss function \( \Delta(y, \hat{y}) = 1_{y \neq \hat{y}} \) is probably one of the most common loss function used in the literature. Other non-symmetrical cost functions determined by means of a \( k \times k \) cost matrix will be also mentioned in this paper.

We will call the risk associated to a model \( f : \mathcal{X} \rightarrow \mathcal{Y} \) to the expected loss:

\[
E[\Delta(Y, f(X))] = \int_{\Omega} \Delta(Y(\omega), f(X(\omega))) \, dP(\omega),
\]

where \( P \) is a probability measure defined on the population \( \Omega \) and inducing a joint probability distribution \( P(X, Y) \) on \( \mathcal{X} \times \mathcal{Y} \). We assume that \( P \) is unknown, and therefore we cannot assess in practice the expected reward to a particular model \( f \). Notwithstanding, nothing prevents us from referring to such an expected reward from a theoretical point of view. It is usual to estimate the risk of a model on the basis of a sample of observations. For instance, we can take a finite set of pairs \( S = \{(x_i, y_i) : i = 1, \ldots, n\} \) representing a realization of a sequence of i.i.d. vectors following the distribution \( P(X, Y) \). The performance of a model \( f \) on the sample \( S \) is described by the empirical risk

\[
R^S_{\Delta, f} = \frac{1}{n} \sum_{i=1}^{n} \Delta(y_i, f(x_i)).
\]

A review of existing methods of estimation of the performance of models, as well as the proposal of new ones is out of the scope of this paper.

In this paper, we will consider a more general setting where the loss function \( \Delta \) does not necessarily take values on the real line, but on a partial (pre)ordered set, \( (\mathcal{O}, \leq_O) \) (a proper subset). With this generalized setting, we will be able to address those situations where the expert cannot assess a numerical penalty value to each wrong prediction, but (s)he can establish a (possibly partial) ordering between different (wrong) predictions. For instance, a medical doctor may tell us that assuming that patients are sick, when they are in fact healthy is worse than doing the contrary, but without assessing a numerical penalty value to any of those misclassifications. This framework contains, among others, the traditional above mentioned cases (square loss, absolute loss, \( \epsilon \)-insensitive loss, zero-one loss), as well as non-symmetric loss functions arising in imbalanced classification problems. In this general context, we cannot make use of the risk function, since it is calculated as a Lebesgue expectation and therefore it requires the existence of a numerical-valued loss function. The following example illustrates how arbitrary choices of loss functions can lead us to completely different comparisons.

**Example 1** Consider a binary classification problem, where the classes are “healthy” and “sick”, for a certain illness. The expert informs us that assuming that patients are sick, when they are in fact healthy is worse than doing the contrary. Mathematically,

\[
\Delta(\text{healthy}, \text{sick}) > \Delta(\text{sick}, \text{healthy}).
\]

We are not provided with specific penalty values, but, if we want to calculate the expected loss associated to a classifier, we need to define them. The following cost matrices, respectively associated to loss functions \( \Delta_1 \) and \( \Delta_2 \) agree with the information given by the expert:

\[
\begin{bmatrix}
0 & C \\
C & 0
\end{bmatrix}, \quad \begin{bmatrix}
0 & \infty \\
\infty & 0
\end{bmatrix}
\]
The following joint frequency tables display the outcomes of two different classifiers in a sample of 100 patients, where 77 of them are healthy and 23 of them are sick.

<table>
<thead>
<tr>
<th></th>
<th>healthy</th>
<th>sick</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y \ f(X)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>healthy</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>sick</td>
<td>0.6</td>
<td>0</td>
</tr>
</tbody>
</table>

The following joint frequency tables display the outcomes of two different classifiers in a sample of 100 patients, where 77 of them are healthy and 23 of them are sick.

Classifier 1:

<table>
<thead>
<tr>
<th></th>
<th>healthy</th>
<th>sick</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y \ f₁(X)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>healthy</td>
<td>70</td>
<td>7</td>
</tr>
<tr>
<td>sick</td>
<td>3</td>
<td>20</td>
</tr>
</tbody>
</table>

Classifier 2:

<table>
<thead>
<tr>
<th></th>
<th>healthy</th>
<th>sick</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y \ f₂(X)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>healthy</td>
<td>69</td>
<td>8</td>
</tr>
<tr>
<td>sick</td>
<td>1</td>
<td>22</td>
</tr>
</tbody>
</table>

The calculation of the empirical risk reports the following results:

- \( R^S_{Δ₁,f₁} = \frac{71+3+0.6}{100} = 0.088 \)
- \( R^S_{Δ₂,f₂} = \frac{81+1+0.6}{100} = 0.086 \)
- \( R^S_{Δ₂,f₁} = \frac{71+3+0.4}{100} = 0.082 \)
- \( R^S_{Δ₂,f₂} = \frac{81+1+0.4}{100} = 0.084 \)

According to the above calculations, Model 2 performs better than Model 1, if we choose the first loss function, \( Δ₁ \), to determine their respective assessments. But we obtain the opposite result if we use the second loss function, \( Δ₂ \), to compare them. Different numerical penalty choices for the misclassification of a sick patient lead us to different results about the performances of both models.

The next section presents a general framework where different alternatives to the risk function can be considered.

3. Stochastic orderings in machine learning problems

As we pointed out in last section, we will focus on those problems aiming to find the best model (or a set of non-dominated ones) with respect to the risk function. Our objective function can be expressed either as a loss function or as its opposite (sometimes called a reward function or a utility function), in which case it is to be maximized. In the rest of the paper, we will consider this dual setting, in order to match the usual literature on stochastic orderings. We will call the reward associated to a model \( f \) to the random variable \( U^{(X,Y)}_{Δ,f} : Ω → \mathbb{R} \) defined as follows:

\[
U^{(X,Y)}_{Δ,f}(ω) = -Δ(Y(ω), f(X(ω))), \quad ∀ω ∈ Ω.
\] (1)

According to this dual formulation, we aim to find a model \( f \) that maximizes the expected reward, with respect to the probability measure \( P \) on \( Ω \),

\[
E[U^{(X,Y)}_{Δ,f}] = \int U^{(X,Y)}_{Δ,f}(ω) dP(ω).
\]

With this nomenclature in mind, we identify every model \( f \) with its respective reward function \( U^{(X,Y)}_{Δ,f} \). According to this identification, a model \( f \) is said to be “better” than another model \( f’ \), when the expectations of their respective reward functions, \( E[U^{(X,Y)}_{Δ,f}] \) and \( E[U^{(X,Y)}_{Δ,f’}] \), satisfy the inequality \( E[U^{(X,Y)}_{Δ,f}] ≥ E[U^{(X,Y)}_{Δ,f’}] \). This kind of comparison between both reward functions reminds us to a particular stochastic ordering criterion in Probability Theory called “dominance in the sense of expected utility” ([21]). Stochastic ordering criteria aim to establish preference orderings between random variables defined on a probability space. According to “dominance in the sense of expected utility”, a random variable \( Z : Ω → \mathbb{R} \) is said to be preferred to another one \( Z’ : Ω → \mathbb{R} \) whenever \( E[Z|Ω] = ∫ Z(ω) dP(ω) \) is greater than or equal to \( E[Z’|Ω] = ∫ Z’(ω) dP(ω) \). But as we have clarified in Section 2, sometimes the expert assessments cannot be represented by means of a numerical loss/reward function. From now on, given a particular (generalized) loss function \( Δ : Υ × Υ → Ω \), we will identify any model \( f : X → Υ \) with its (generalized) reward \( U^{(X,Y)}_{Δ,f} : Ω → Ω \). I.e., we will identify any model \( f : X → Υ \) with a mapping \( U^{(X,Y)}_{Δ,f} \), defined on \( Ω \) and taking values on the preposet, \( (Ω, ≤_Ω) \). When the expert provided us with a numerical loss/reward function, we represented the performance of a model in terms of its expected reward. Here we aim to propose a general performance assessment procedure that includes, as a particular case, the expected reward approach, but also encompasses other performance assessments that can be used in those situations where non numerical reward functions are provided. In this general setting, we can establish pairwise comparisons between models, without previously establishing performance degrees to single models. A general comparison rule can be established as follows.

**Definition 1** Let \( Ω \) be the initial space (space of states of nature or population) where the vector of attributes \( X \) and the response variable \( Y \) are defined. Let \( X \) and \( Y \) respectively denote the input and the output spaces. Let us consider a partial pre-ordering, \( ≤ \), defined on the family of random mappings from \( Ω \) to a preposet \( (Ω, ≤_Ω) \). Let \( Δ : Υ × Υ → Ω \) denote a loss function on \( Υ \). A model \( f : X → Υ \) is said to be \( ≤ Δ \)-better than another one \( f’ : X → Υ \) whenever \( U^{(X,Y)}_{Δ,f} ≤ U^{(X,Y)}_{Δ,f’} \).

According to the last definition, and on the basis of a particular (generalized) loss function: \( Δ : Υ × Υ → Ω \), we propose to base our comparison between models \( f \) and \( f’ \) on some specific stochastic criterion involving their respective rewards, \( U^{(X,Y)}_{Δ,f} : Ω → Ω \) and \( U^{(X,Y)}_{Δ,f’} : Ω → Ω \), not necessarily the expec-
the expected utility criterion, these last two criteria do not require the reward function to be numerical valued.

**Definition 2** Given two models \( f: \mathcal{X} \to \mathcal{Y} \) and \( f': \mathcal{X} \to \mathcal{Y} \), \( f \preceq_{\text{st}} \Delta \) dominates \( f' \) if

\[
P(U^{(X,Y)}_{\Delta,f} >_{\text{st}} \Delta, c) \geq P(U^{(X,Y)}_{\Delta,f'} >_{\text{st}} \Delta, c), \quad \forall c \in \mathcal{O}.
\]

**Definition 3** Given two models \( f: \mathcal{X} \to \mathcal{Y} \) and \( f': \mathcal{X} \to \mathcal{Y} \), \( f \preceq_{\text{sp}} \Delta \) dominates \( f' \) if

\[
P(U^{(X,Y)}_{\Delta,f} >_{\text{sp}} \Delta, c) \geq P(U^{(X,Y)}_{\Delta,f'} >_{\text{sp}} \Delta, c).
\]

In the following examples, we compare pairs of models in some regression and classification toy problems using some of the above mentioned criteria.

**Example 2** In this example we will illustrate the pairwise comparison based on statistical preference (Definition 3) against the usual expectation dominance criterion. Let us consider a simple regression problem, involving two variables \( X \) and \( Y \) observed in a sample of size \( n = 10 \). Figure 1 displays the dataset along with a pair of linear models \( f \) and \( f' \).

Let us consider the square loss, \( \Delta(y, \hat{y}) = (y - \hat{y})^2 \), \( \forall y, \hat{y} \in \mathbb{R} \). According to the criterion of expectation dominance, \( f \) is preferred to \( f' \). In fact, \( f \) is the regression line (it maximizes the expected empirical reward, mathematically: \( f = \arg \max_g \frac{1}{10} \sum_{i=1}^{10} U^{(X,Y)}_{\Delta,g}(\omega_i) = \arg \min_{f} \frac{1}{10} \sum_{i=1}^{10} (y_i - g(x_i))^2 \)). On the contrary, according to the criterion of statistical preference, \( f' \) is preferred to \( f \). The estimation of the probabilities \( P(U^{(X,Y)}_{\Delta,f} > U^{(X,Y)}_{\Delta,f'}) \) and \( P(U^{(X,Y)}_{\Delta,f'} > U^{(X,Y)}_{\Delta,f}) \) in our sample, will be given by the respective relative frequencies:

\[
\frac{1}{10} \# \{i \in \{1, \ldots, 10\} : |y_i - f(x_i)| < |y_i - f'(x_i)| \}
\]

\[
\frac{1}{10} \# \{i \in \{1, \ldots, 10\} : |y_i - f(x_i)| > |y_i - f'(x_i)| \}
\]

We easily deduce from Figure 1 that the relative frequency calculated in Equation 3 is less than the one calculated in Equation 2. In fact, this second criterion (statistical preference combined with the squared-error) is based on the number of individuals in the sample for which the estimation \( f(x_i) \) is closer to \( y_i \) than the estimation \( f'(x_i) \), is without taking into account the magnitude of those distances. We have colored the points in the scatter plot green or red, depending on their relative vertical distances to both lines. There are nine green points against just one red one.

**Example 3** We will illustrate here the criterion proposed in Definition 3 (the one based on first stochastic dominance) against the usual criterion based on the expectation of rewards. Let us consider the sample of Example 2. Figure 2 displays the scatter plot along with the pair of models \( f \) and \( f' \). For a fixed distance \( \epsilon > 0 \), and for each model \( g \), we consider the number of instances where the distance between response value \( y_i \) and its estimation \( g(x_i) \) is less than \( \epsilon \). This criterion is closely related to the model prediction developed in [22, 23]. There, for a fixed proportion of instances, we aimed to minimize the width of the band models. Here, for a fixed width \( 2\epsilon \), we maximize the proportion of instances in the band \( (g(-\epsilon), g(\epsilon) + \epsilon) \).

**Example 4** Let us consider a binary classification problem. Let \( \Delta: \mathcal{Y} \times \mathcal{Y} \to \mathbb{R} \) denote the 0-1 loss function defined as \( \Delta(y, y') = 1_{y \neq y'} \). Under these assumptions, the three stochastic orderings above reviewed (dominance in the sense of expected utility, first stochastic dominance and statistical preference) lead to the same pairwise comparison between classification models. In fact, given a pair of arbitrary models \( f: \mathcal{X} \to \mathcal{Y} \) and \( f': \mathcal{X} \to \mathcal{Y} \), we observe that:

- \( E[U^{(X,Y)}_{\Delta,f}] = -P(Y \neq f(X)) \). In words, the reward expectation coincides with the opposite of the (theoretical) proportion of misclassifications. Therefore, according to the criterion of dominance in the sense of expected utility, \( f \) is said to be preferred to \( f' \) whenever the proportion of misclassifications of \( f \) is less than the respective proportion associated to \( f' \).
be respectively denoted by “1” and “2”. Then:

- \( P(U_{\Delta_f}^{(X,Y)} > c) = \begin{cases} 
1 & \text{if } c < -1 \\
1 - P(Y = 1, f(X) = 2) & \text{if } -1 \leq c < -0.2 \\
0 & \text{if } -0.2 \leq c < 0 \\
0 & \text{if } c \geq 0,
\end{cases} \)

and the same applies to \( f' \). Thus, according to the criterion of first stochastic dominance, \( f \) is preferred to \( f' \) if \( P(Y = f(X)) \geq P(Y = f'(X)) \) and furthermore \( P(Y = 1, f(X) = 2) < P(Y = 1, f'(X) = 2) \). This criterion is more restrictive than the above criterion, which is just based on the expected reward.

- \( P(U_{\Delta_f}^{(X,Y)} > U_{\Delta_{f'}}^{(X,Y)}) = P(Y = f(X), Y \neq f'(X)) \). Analogously, \( P(U_{\Delta_{f'}}^{(X,Y)} > U_{\Delta_f}^{(X,Y)}) = P(Y = f'(X), Y \neq f(X)) \). Let the reader notice that this criterion depends on the probability distribution of the 2-dimensional vector \((Y, f(X), f'(X))\), while the other ones just depend on the respective distributions of the 2-dimensional vectors \((Y, f(X))\) and \((Y, f'(X))\).

All the above examples considered a numerical valued loss function \( \Delta \). As we have mentioned before, sometimes the expert cannot provide us with such a numerical function, but (s)he can establish a preference ordering on \( \mathcal{Y} \times \mathcal{Y} \). Let us slightly modify the Example 5 by replacing the numerical-valued loss function by a non-numerical one.

**Example 6** Consider the binary classification problem from Example 5, but instead of considering a specific numerical loss function, let us suppose that the expert just provides us with the following information:

\[
\Delta(1, 1) = \Delta(2, 2) < \Delta(1, 2) < \Delta(2, 1),
\]

reflected that misclassifications of elements Class 1 have more negative impact that misclassifications of those instances that actually belong to Class 2. Without defining a particular numerical loss function, dominance in the sense of expected utility cannot be applied. Contrarily, the comparison methods proposed in Definitions 2 and 3 lead exactly to the same criteria illustrated in Example 5.

In practice, we do not need to restrict ourselves to the above preference pre-orderings between models (dominance based on expected reward, \( \preceq_{\text{est}} \), \( -\Delta \) or \( \preceq_{\text{sp}} -\Delta \)-dominance). According to [1, 2] a general formulation encompasses a wide variety of stochastic orderings from what different orderings between models can be derived.

**Definition 4** Let \((\Omega, \mathcal{A}, P)\) be a probability space. A random variable \( Z : \Omega \to \mathbb{R} \) is preferred to another one \( Z' : \Omega \to \mathbb{R} \) if and only if

\[
E[F(Z, Z')] \geq E[F(Z', Z)],
\]

where \( F : \mathbb{R}^2 \to \mathbb{R} \) is a measurable mapping, increasing in the first component and decreasing in the second one.
If we consider the mapping $G : \mathbb{R}^2 \to \mathbb{R}$ defined as $G = F - F \circ \text{sw}$ where $\text{sw} : \mathbb{R}^2 \to \mathbb{R}^2$ is the “swap” function $\text{sw}(x, y) = (y, x)$, $\forall (x, y) \in \mathbb{R}^2$, the above generalised preference criterion between measurable mappings can be equivalently formulated as follows: $Z : \Omega \to \mathbb{R}$ is preferred to another one $Z' : \Omega \to \mathbb{R}$ if and only if

$$E[G(Z, Z')] \geq 0. \quad (5)$$

The above definition can be further generalised to the case where the random variables $Z$ and $Z'$ take values on a preoposet $\mathcal{O}$ with structure of measurable space (and therefore, $F, \text{sw}$, and $G$ are defined on $\mathcal{O} \times \mathcal{O}$ instead of $\mathbb{R}^2$). According to these generalized stochastic orderings, Definition 1 can be adapted into two different equivalent formulations:

$$f \text{ is } F - \Delta - \text{ preferred to } f' \text{ if } E[F(U^{(X,Y)}_{\Delta,f}, U^{(X,Y)}_{\Delta,f'})] \geq E[F(U^{(X,Y)}_{\Delta,f'}, U^{(X,Y)}_{\Delta,f})]. \quad (6)$$

$$f \text{ is } G - \Delta - \text{ preferred to } f' \text{ if } E[G(U^{(X,Y)}_{\Delta,f}, U^{(X,Y)}_{\Delta,f'})] \geq 0. \quad (7)$$

The usual criterion that compares the expected risks of a pair of models, as well as the comparing criteria proposed in Definitions 2 and 3 are particular instances of Equation 7. In fact, we can recover the three of them by means of the following respective particularizations of $F$ and $G$:

- **Expected risk criterion:** $F(x, y) = x$ and therefore $G = F - F \circ \text{sw}$ is $G(x, y) = x - y$, $\forall (x, y) \in \mathbb{R}^2$.

- $\preceq_{\text{st}}$ - $\Delta$ - dominance: In this case we cannot consider a single function $F$, but a family of mappings $\{F_c : c \in \mathcal{O}\}$, where $F_c : \mathcal{O} \times \mathcal{O} \to [0, 1]$ is defined as $F_c(x, y) = 1_{x > c \circ y}$, $\forall c$. Therefore $G_c : \mathcal{O} \times \mathcal{O} \to [-1, 0, 1]$ is given by the formula $G_c(x, y) = 1_{x > c \circ y} - 1_{y > c \circ x}$, for each $c \in \mathcal{O}$. We can easily check that $f$ is $\preceq_{\text{st}}$ - $\Delta$ - preferred to $f'$ if $E[G_c(Uf, Uf')] \geq 0$, $\forall c \in \mathcal{O}$.

- $\preceq_{\text{ad}}$ - $\Delta$ - dominance: $F(x, y) = 1_{x > c \circ y}$ and therefore $G = F - F \circ \text{sw} : \mathcal{O} \times \mathcal{O} \to [-1, 0, 1]$ is given by the expression $G(x, y) = 1_{x > c \circ y} - 1_{y > c \circ x}$. In the particular case where numerical rewards are considered, and therefore, $\mathcal{O}$ coincides with the real line, $G$ can be expressed in a more compact way as $G(x, y) = \text{sign}(x - y)$ where “sign” denotes the mapping that takes the values $-1, 0$ or $1$, depending on the sign (negative, null or positive) of the argument.

4. Set-valued data

So far, we have considered the situation where the vector of attributes, $X$, as well as the response variable, $Y$, are observed with precision. Now, we will look at the more general case of set-valued datasets. This more general situation has been addressed during the last decades from different perspectives, according to different interpretation of sets. Here we will consider the so called “epistemic” or “disjunctive” interpretation of them ([3, 4, 11]). According to it, sets represent incomplete information about specific elements of the universe ($X \times Y$, in our case), containing all (mutually exclusive) possibilities. If the available information about each pair $(X(\omega), Y(\omega))$ is of the form $(X(\omega), Y(\omega)) \in X(\omega) \times Y(\omega)$, it means that any value outside the set $X(\omega) \times Y(\omega) \subseteq X \times Y$ is considered impossible, and only one value in $X(\omega) \times Y(\omega)$ is correct. This ill-knowledge about each pair $(X(\omega), Y(\omega))$ can be due to different reasons, some of them described in [12].

In some previous works (see, for instance, [25, 18, 19, 20]), the performance of a model was represented by means of the set of possible values for the risk, i.e., the set:

$${E[U^{(X,Y)}_{\Delta,f}] : (X, Y) \in S(X \times Y)},$$

where $S(X \times Y)$ represents the collection of selections of the multi-valued mapping $X \times Y : \Omega \to \wp(R)$, the above collection of possible values for the expectation corresponds to the Aumann integral of the multi-valued mapping $U^{(X,Y)}_{\Delta,f} : \Omega \to \wp(R)$ defined as

$$U^{(X,Y)}_{\Delta,f}(\omega) = \{-\Delta(x, y(\omega)) : (x, y) \in X(\omega) \times Y(\omega)\}. \quad (8)$$

Thus, in order to compare the performances of two different models, $f : X \to Y$ and $f' : X \to Y$ the Aumann expectations of $U^{(X,Y)}_{\Delta,f}$ and $U^{(X,Y)}_{\Delta,f'}$ (or their sample estimations) were compared, according to some pre-order between intervals or sets.

Such a comparison between the Aumann expectations of the sets of possible rewards generalize the expected loss minimization criterion, and therefore, it makes use of a generalized version of the criterion of dominance in the sense of expected utility. With this idea in mind, we can easily extend the generalized approach proposed in the last section to the set-valued setting. In order to do so, we will identify every model $f$ with the multi-valued mapping defined in Equation 8. Thus, in order to compare any pair of models, we will combine a stochastic ordering with an ordering between intervals, leading to a generalized stochastic ordering in the sense of [2] and [9].

4.1. Interval (pre)orderings

Let us first enumerate the most common pre-orderings between closed intervals in the literature. Later we will review some proposals from the literature where those pre-orderings between intervals have been used to compare ill-known expected rewards, and in turn, to select the best model (or a
set of non-dominated ones, instead). We will divide the collection of orderings between intervals into two groups: those that produce a total order, and those others admitting that some intervals may be incomparable due to imprecision. The first family includes:

- Weak ordering: \([a_1, b_1] \leq_{wo} [a_2, b_2]\) if \(a_1 \leq b_2\)
- Maximin [29]: \([a_1, b_1] \leq_{mm} [a_2, b_2]\) if \(a_1 \leq a_2\)
- Maximax [27]: \([a_1, b_1] \leq_{MM} [a_2, b_2]\) if \(b_1 \leq b_2\)
- Hurwicz [16]: \([a_1, b_1] \leq_{H(\gamma)} [a_2, b_2]\) if \(\gamma a_1 + (1-\gamma) b_1 \leq \gamma a_2 + (1-\gamma) b_2\) where \(\gamma \in [0, 1]\).

Examples of the second family (partial preorders) are the following ones:

- Interval dominance [13]: \([a_1, b_1] \leq_{id} [a_2, b_2]\) if \(a_1 \leq a_2\) and \(b_1 \leq b_2\).
- Lattice ordering: \([a_1, b_1]\) \(\leq_{lo} [a_2, b_2]\) if \(a_1 \leq a_2\) and \(b_1 \leq b_2\).

Interval dominance is the most restrictive criterion, and according to it two intervals are only comparable when they do not overlap, while the lattice ordering is the canonical order induced by the lattice of intervals (i.e. \([a_1, b_1] \leq_{lo} [a_2, b_2]\) iff \(\max([a_1, b_1], [a_2, b_2]) = [a_2, b_2]\), or equivalently iff \(\inf([a_1, b_1], [a_2, b_2]) = [a_1, b_1])\).

4.2. Model selection based on interval (pre)orderings

The above pre-orders are usually formulated for closed intervals, but they can also be used to compare any pair of bounded subsets of the real line (non-necessarily convex or closed), if we consider their respective convex closed hulls. In [25], the criterion of interval dominance has been used, and therefore a model \(f\) was said to be preferred to another one \(f’\) whenever the following inequality holds: the expectation of the supremum of the multivalued mapping \(U_{\Delta,f}^{X \times Y}\) is less than the infimum of the expectation of \(U_{\Delta,f}^{X \times Y}\). Thus, if the Aumann expectation of \(U_{\Delta,f}^{X \times Y}\) dominates the respective expectation of \(U_{\Delta,f}^{X \times Y}\) then we can assure that, whatever the selection \((X, y)\) of \(X \times Y\), the expected reward of \(f\) is greater than expected reward of \(f’\). Also, a pair of independent uniform distributions over the respective sets of possible values for the expectation rewards are considered, in order to derive a total ordering between models, and Hurwicz criterion with \(\gamma = 0.5\) has been considered. In [15], the maximin criterion is used to select the (set of) optimal model(s) in a parametric family. This interval ordering criterion naturally arises on the basis of some additional assumptions about the model. In [28], authors provide explicit formulas for the empirical risk under the minimin and maximin strategies (the maximin and maximax strategies, under our dual setting) for different loss functions in some regression and classification problems.

In our generalized context, the images of set-valued reward functions \(U_{\Delta,f}^{X \times Y}\) and \(U_{\Delta,f’}^{X \times Y}\) are not necessarily subsets of the real line, but subsets of a general preposet, \(O\). Thus, alternatives to the comparison of their respective Aumann expectations must be considered. In last section, we proposed such a generalized procedure, but just for the case where the samples were observed with precision. There we replaced the traditional inequality between reward expectations, i.e., the inequality:

\[
E \left[ U_{\Delta,f}^{(X,Y)} \right] \geq E \left[ f^{(X,Y)} \right] \tag{9}
\]

or the equivalent inequality:

\[
E \left[ U_{\Delta,f}^{(X,Y)} - U_{\Delta,f’}^{(X,Y)} \right] \geq 0 \tag{10}
\]

by the more general comparisons proposed in Equations 6 and 7 (respectively generalizing Equations 9 and 10). According to the (equivalent) inequalities proposed in Equations 6 and 7, we could identify any possible (pre)ordering defined over the family of models with a pair \((\Delta, F)\), constituted by a specific loss function \(\Delta : Y \times Y \to O\) and a specific stochastic ordering determined by a mapping \(F : O \times O \to \mathbb{R}\) (or the associated mapping \(G : O \times O \to \mathbb{R}\) defined as \(G = F - F \circ sw\). We have illustrated some of those (pre)orderings between models in Examples 2 to 6.

Now, with interval data, the respective rewards of \(f\) and \(f’\), \(U_{\Delta,f}^{X \times Y}\) and \(U_{\Delta,f’}^{X \times Y}\), are multi-valued mappings, and therefore, the same happens with their images through \(F\) or \(G\).

Natural generalizations of Equations 6 and 7 to the case of set-valued data are as follows:

\[
f \text{ is } F - \Delta - \text{ord } \Rightarrow \text{ preferred to } f’ \text{ if } E[F(U_{\Delta,f}^{X \times Y})] \geq_{ord} E[F(U_{\Delta,f’}^{X \times Y})]. \tag{11}
\]

\[
f \text{ is } G - \Delta - \text{ preferred to } f’ \text{ if } E[G(U_{\Delta,f}^{X \times Y})] \geq_{ord} 0, \tag{12}
\]

where “ord” represents one of the (pre)orders between bounded sets listed in Subsection 4.1.

5. Concluding remarks

We have established a common formal framework that includes different comparison methods between pairs of regression or classification modes from set-valued data. In this context, for each triplet (loss function, stochastic ordering, interval ordering), we get a particular model comparison criterion. Several particular instances of the general framework introduced here have been independently proposed by different authors in recent papers. Up to our knowledge, all of them are based on stochastic dominance in the sense of expected utility. In our general framework other comparisons between models, including the case where the expert does not provide numerical utility/loss functions, also make sense.
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