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Abstract

An efficient and accurate parallel coupled DSMC–NS method using three-dimensional unstructured grid topology is proposed and verified for the simulation of high-speed gas flows involving continuum and rarefied regimes. A domain overlapping strategy, taking advantage of unstructured data format, with Dirichlet–Dirichlet type boundary conditions based on two breakdown parameters is used iteratively to determine the choice of solvers in the spatial domain. The selected breakdown parameters for this study include: (1) a local maximum Knudsen number defined as the ratio of the local mean free path and local characteristic length based on property gradient and (2) a thermal non-equilibrium indicator defined as the ratio of the difference between translational and rotational temperatures to the translational temperature. A supersonic flow ($M_\infty = 4$) over a quasi-2-D $25^\circ$ wedge is employed as the first step in verifying the present coupled method. The results of simulation using the coupled method are in excellent agreement with those of the pure DSMC method, which is taken as the benchmark solution. Effects of the size of overlapping regions and the choice of breakdown parameters on the convergence history are discussed. Results show that the proposed iteratively coupled method predicts the results more accurately as compared to the “one-shot” coupled method, which has been often used in practice. Further, a realistic 3-D nitrogen flow, which two near-continuum parallel orifice jets underexpand into a near-vacuum environment, is simulated using the present coupled method to demonstrate its capability. Finally, developments in extending the present method are also outlined in this paper.
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1. Introduction

Hypersonic flows of practical importance often involve flow fields having continuum and rarefied regions, e.g. blunt body wakes, sharp leading edges, and expanding reaction control system plumes [1,2]. It is well known the direct simulation Monte Carlo (DSMC) method [3] can provide more physically accurate results...
in flows having rarefied and non-equilibrium regions than continuum flow models. However, the DSMC method is extremely computational expensive especially in the near-continuum region, which prohibits its applications to practical problems with complex geometries and large domains. In contrast, the computational fluid dynamics (CFD) method, employed to solve the Navier–Stokes (NS) or Euler equation for continuum flows, is computationally efficient in simulating a wide variety of flow problems. But the use of continuum theories for the flow problems involving the rarefied gas or very small length scales (equivalently large Knudsen numbers) can produce inaccurate results due to the breakdown of continuum assumption or thermal equilibrium. A practical approach for solving the flow fields having near-continuum to rarefied gas is to develop a numerical model combining the CFD method for the continuum regime with the DSMC method for the rarefied and thermal non-equilibrium regime. A well-designed hybrid scheme is expected to take advantage of both the computational efficiency and accuracy of the NS solver in the continuum regime and the physical accuracy of the DSMC method in the rarefied or thermal non-equilibrium regime. Past efforts in developing such a hybrid method are reviewed and summarized below.

Aktas and Aluru [4] proposed a multi-scale method that combines the Stokes equation solver with the DSMC method, which was used for the analysis of micro-fluidic filters. The continuum regions were governed by Stokes equations solved by a scattered point finite cloud method. The continuum and DSMC regions were coupled through an overlapped Schwarz alternating method with Dirichlet–Dirichlet type boundary conditions. However, the interface location between two solvers was specified in advance. Garcia et al. [5] constructed a hybrid particle/continuum algorithm with an adaptive mesh and algorithm refinement, which was designed to treat multi-scale flow problems. The DSMC method was used as a particle method embedded within a Godunov-type compressible Navier–Stokes solver. This methodology is especially useful when local mesh refinement for the continuum solver becomes inappropriate as the grid size approaches the molecular scales. Glass and Gnooffo [6] proposed “one-shot” coupled 3-D CFD–DSMC method for the simulation of highly blunt bodies using the structured grid under steady-state conditions. Interfacial location between the CFD and DSMC zones was identified manually after one-shot CFD simulation. Results of CFD simulation at this interface were then used as the inflow boundary conditions (Dirichlet type) for the DSMC method in the rarefied regions. Wang et al. [7] proposed a hybrid information preservation/Navier–Stokes (IP-NS) method to reduce statistical uncertainties during the process of coupling. This method is potentially suitable for simulating unsteady flows. Roveda et al. [8] also proposed a hybrid Euler–DSMC approach for unsteady flow simulations. Two special approaches were designed to reduce statistical uncertainties at the interface during the coupling procedures: (1) use of an overlapped region between the DSMC and Euler zones and (2) use of a “ghost level structure” to reduce statistical uncertainties. However, cloning of particles is required in this approach and may be problematic in a particle method such as DSMC. At present, only one-dimensional and two-dimensional flows were demonstrated in the literature and extension to parallel or three-dimensional simulation has not been reported to the best knowledge of the authors.

In general, a hybrid DSMC–NS method applies the concept of spatial domain decomposition to distinguish the computational domain of rarefaction or thermal non-equilibrium to be modeled by the DSMC method, and the computational domain of continuum to be solved by the CFD (NS, Euler or Stokes) solver. Success of such hybrid numerical method relies upon three important factors: (1) Correctness in identifying the location of spatial interface between the DSMC and continuum method during computation. Proper location of the interface not only guarantees a physically correct simulation, but also helps to possibly optimize (or reduce) the computational time. It is expected to design some criteria that can be used to efficiently and accurately identify the interface and be easily evaluated during runtime. (2) Properly and efficiently exchanging interfacial information (or flow properties) during runtime. In practice, one side of the interface is the DSMC method with accuracy strongly depending upon the sampling statistics. The computational efficiency and accuracy of the continuum solver can be potentially jeopardized by the possibly noisy boundary conditions if the uncertainty of statistical sampling is large. (3) The effect of steadiness of the flow solution on designing data exchange at the interface. In the case of unsteady simulations, the algorithm for data exchange can be very complicated in order to keep the statistical uncertainties of the particle method as low as possible.

In the current study, a parallel coupled DSMC–NS method using three-dimensional unstructured mesh, capable of efficiently and correctly simulating steady flows, consisting of both continuum and rarefied regions is proposed and verified. Steady-state simulations were performed to reduce the complexity in the coupling
process and to verify the present coupled DSMC–NS method. Possible issues related to the extension of the present approach to unsteady flows are addressed at the end of the paper.

The present paper is organized as follows. The proposed coupled DSMC–NS method is described in detail in Section 2 followed by the results and discussions based on the simulation of a supersonic nitrogen flow past a quasi-2-D wedge flow. Further, a realistic 3-D nitrogen flow, which two near-continuum parallel orifice jets underexpand into a near-vacuum environment, is simulated using the present coupled method to demonstrate its superior capability. Finally, the conclusions of the current study are summarized with possible future developments and enhancements.

2. Coupled DSMC–NS method

In the proposed coupled DSMC–NS method, steady-state flow calculation is assumed. There are two numerical flow solvers included: one is the 3-D DSMC code for rarefied and thermally non-equilibrium regions, named PDSC (parallel direct simulation Monte Carlo code), developed by Wu’s group [9–12] and the other is HYB3D, a 3-D Euler and Navier–Stokes solver for continuum regions, developed by Koomullil [13–16]. It is rather straightforward to exchange the information between the PDSC and HYB3D in the present coupled DSMC–NS method because both methods use the unstructured grid topology with parallel computing. However, coupling procedures proposed in the current study are not limited to any specific codes, and selection of these two solvers is for the purpose of demonstration. Both codes are introduced briefly in the following, respectively, for completeness.

2.1. DSMC solver (PDSC)

Important features of the PDSC code can be found in the Refs. [9–12] and are briefly described in the following.

(1) 3-D unstructured-grid topology: PDSC can accept either tetrahedral, hexahedral or hybrid tetrahedral–hexahedral mesh [12]. Computational cost of particle tracking for the unstructured mesh is generally higher than that for the structured mesh. However, the use of the unstructured mesh, which provides excellent flexibility of handling boundary conditions with complicated geometry and of parallel computing using dynamic domain decomposition based on load balancing, is highly justified.

(2) Parallel computing using dynamic domain decomposition: Load balancing of PDSC is achieved by repeatedly repartitioning the computational domain using a multi-level graph-partitioning tool, PMETIS [17,18], by taking advantage of the unstructured mesh topology employed in the code. A decision policy for repartition with a concept of Stop-At-Rise (SAR) [19] or constant period of time (fixed number of time steps) can be used to decide when to repartition the domain. Capability of repartitioning of the domain at constant or variable time interval is also provided in PDSC. Resulting parallel performance is excellent if the problem size is comparably large. Details can be found in Wu and Tseng [9].

(3) Variable time-step scheme: PDSC employs a variable time-step scheme (or equivalently a variable cell-weighting scheme), based on particle flux (mass, momentum, energy) conservation when particles pass interface between cells. This strategy can greatly reduce both the number of iterations towards the steady-state, and the required number of simulated particles for an acceptable statistical uncertainty. Past experience shows this scheme is very effective when coupled with an adaptive mesh refinement technique [11].

In the current coupled DSMC–NS method, PDSC only computes those regions, including continuum breakdown, thermal non-equilibrium and overlapping. Before DSMC computation at each coupling iteration, the new numbering of the DSMC cells is created based on the new DSMC domain(s) for saving memory cost in DSMC simulation. This is done due to: (1) The DSMC solver is more memory expensive than the NS solver with the same mesh size. (2) Only part of the mesh used in the initial NS simulation is required in the DSMC simulation.
2.2. Navier–Stokes solver (HYB3D)

The HYB3D is a Navier–Stokes solver using a generalized- or an unstructured-grid topology and has the following important features: (1) cell-centered finite-volume upwind scheme for the numerical integration of governing equations, (2) Roe’s approximate Riemann solver for convective flux evaluation, (3) parallel computing using message passing interface (MPI), (4) laminar or turbulent flow simulation capability with various turbulence models, and (5) application of overset grid topology for flow simulation over moving or complex bodies. Implicit time integration is used with local time stepping, where the maximum allowable time step in each cell is determined by the CFL condition constrained by advection and viscous stability criteria. A second order spatial accuracy is achieved using Taylor’s series expansion and the gradients of the flow properties are computed using a least-square method. The creation of local extreme during the higher order linear reconstruction is eliminated by the application of Venkatakrishnan’s type [20] limiter. Parallel computing of the HYB3D also incorporates the graph-partition tool, METIS, which is the same as that in the PDSI. The dynamic domain decomposition in the current HYB3D computation is circumvented by not adaptively refining in this phase of computation. Note the HYB3D, unlike some other multiple-temperature NS codes, is developed with thermal equilibrium assumption. Thus, thermal non-equilibrium becomes an important issue while defining the appropriate NS domain(s) in the present coupled method.

Extensive validation of the numerical algorithms that are used in the Navier–Stokes simulation code has been conducted earlier and has been reported in the literature [16,23,24]. Also, the effects of the two different limiters by Barth and Jespersen [25], and Venkatakrishnan [26] for the generalized grid based Navier–Stokes solver have been studied and have been reported in Koomullil [23]. In addition, as can be seen later, shock regions are generally computed by the DSMC code during the iterative process, which renders the selection of limiter unimportant.

2.2.1. Breakdown parameters

The first issue in developing the coupled DSMC–NS method is how to determine both the appropriate computational domain for the DSMC and NS solvers, and the proper interface boundary between these two solvers. A continuum breakdown parameter, proposed by Wang and Boyd [21] for hypersonic flows, is employed in the present coupled DSMC–NS method as one of the criteria for selecting proper solvers. The continuum breakdown parameter Kn_max is defined as

\[
Kn_{\text{max}} = \max [Kn_D, Kn_V, Kn_T]
\]

(1)

where \(Kn_D\), \(Kn_V\) and \(Kn_T\) are the local Knudsen numbers based on density, velocity and temperature, respectively. They can be calculated from the following general formula:

\[
Kn_Q = \frac{\lambda}{Q} |\nabla Q|
\]

(2)

where \(Q\) is the specific flow property (density, velocity and temperature) and \(\lambda\) is the local mean free path. If the calculated value of the continuum breakdown parameter in a region is larger than a preset threshold value \(Kn_{\text{max}}^{\text{Thr}}\), then it cannot be modeled using the NS equation. Instead, a particle solver like DSMC has to be used for that region.

In addition, another breakdown parameter is used to identify regions that exhibit thermal non-equilibrium among various degrees of freedom. This parameter can correctly define the region of thermal-equilibrium breakdown as a thermal-equilibrium NS solver like the HYB3D code is chosen in the coupled method. The breakdown parameter of thermal equilibrium is proposed to be the ratio of the difference between translational and rotational temperatures to translational temperature in the present study, if diatomic gas molecules at moderate temperature are involved in the simulation. Indeed, the definition of this parameter for atomic gas can be easily extended to the ratio of the difference between two translational temperatures to any specific translational temperature. For high-temperature flows, vibrational degrees of freedom may be also used to define this thermal non-equilibrium indicator. In the current study, this thermal non-equilibrium indicator is defined as
\[ P_{\text{Tne}} = \frac{|T_{\text{Tr}} - T_{\text{R}}|}{T_{\text{Tr}}} \]  

where \( T_{\text{Tr}} \) and \( T_{\text{R}} \) are translational and rotational temperature, respectively. If the value of the computed thermal non-equilibrium indicator in a region is larger than some preset threshold value \( P_{\text{Tne}}^{\text{Thr}} \) in the current study, then this flow region cannot be modeled correctly by those NS equation solvers, such as the currently used HYB3D code, which assumes thermal equilibrium among various degrees of freedom. Hence, the DSMC method has to be used for that region instead. Note the parameter \( P_{\text{Tne}} \) defined in Eq. (3) can be calculated only by DSMC, because HYB3D does not have the multi-temperature modeling capability. This means it can only serve simultaneously with the Knudsen numbers (Eq. (1)) to control a potential switch back from DSMC to NS for those regions where the thermal non-equilibrium effect disappears after iterating between DSMC and NS methods.

Some comments address the use of the single-temperature Maxwellian distribution function at the interface of DSMC and NS regions in the proposed coupled method as follows. Use of multiple-temperature NS equation solver could help to model the thermal non-equilibrium in much extended (into DSMC region) NS region; however, two or more energy (or temperature) equations have to be solved in all NS regions.

![Diagram of numerical domain distribution](image)

\( \Omega_A : \left\{ \Omega_{\text{tr}} \cup \Omega_{\text{Kneq}} \right\} \) Union of continuum breakdown and thermal non-equilibrium regions

\( \Omega_B : \) The extension of \( \Omega_A \) with some specified number of cell layers

\( \Omega_C : \) The further extension of \( \Omega_B \) with some specified number of cell layers

\( \Omega_A \cup \Omega_B \cup \Omega_C : \) DSMC simulation domain

\( \Omega_B \cup \Omega_C \cup \Omega_D : \) NS solver simulation domain

\( \Omega_A \cup \Omega_B : \) Domain with flow properties updated from DSMC calculation

\( \Omega_C \cup \Omega_D : \) Domain with flow properties updated from NS calculation

\( S(\text{I}) = \Omega_A \cap \Omega_B : \) Boundary-I (Dirichlet B.C.) for NS simulations

\( S(\text{II}) = \Omega_B \cap \Omega_C : \) Boundary-II for updated solution using different solvers

\( S(\text{III}) = \Omega_C \cap \Omega_D : \) Boundary-III (Dirichlet B.C.) for DSMC simulations

Fig. 1. Sketch of numerical domain distribution of the present coupled DSMC–NS method with overlapping regions and boundaries.
extended NS region into DSMC region (larger property gradients or more rarefied) may further deteriorate the inherent assumption of Maxwellian distribution function in each degree of freedom in the multiple-temperature NS equation solver. Thus, use of two- or multiple-temperature NS solver may possibly benefit in reducing computational efforts, while it may introduce inaccuracy from physical point of view.

Furthermore, Chapmann–Enskog distribution temperature and density gradients may have to be used at the interface of DMSC and NS regions where slight thermal non-equilibrium is considered. Its use would, however, greatly increase the computational cost as demonstrated in Garcia and Alder [27] since more random number calls and computational operations are required. In practice, use of the single-temperature Maxwellian distribution function at the interface of DSMC and NS regions is much easier and with less computational cost. By taking the above intertwining factors into account, proposed coupled DSMC–NS scheme simply utilizes Maxwellian distribution function at the DSMC–NS interface by properly controlling the magnitude of the breakdown parameters and the appropriate overlapping regions that extends the DSMC region.

Based on the breakdown parameters, calculated from the preliminary simulation data using the continuum flow solver (HYB3D), and the criteria for the breakdowns of the continuum theory and thermal equilibrium, the domain for suitable DSMC simulation can be determined properly. Detailed procedures of determining the boundary (Boundary-I) between the DSMC and NS approaches and marking the breakdown domain \( \Omega_1 \) are shown in Algorithm 1.

In Algorithm 1, distribution of breakdown parameters and the array of right-hand and left-hand cells for each cell interface are first read in. In Algorithm 1, the right-hand cell is indexed as “iR”, while the left-hand cell is indexed as “iL”, as both shown schematically in Algorithm 1. This face-based array, which is built up using the element connectivity before the simulation, represents the numbering of two cells that share the common cell face. All cells and cell faces are then initialized, respectively, to be neither a continuum breakdown region \( \Omega_d \) nor a Boundary-I face. Note that the notations used in the current study can be found in Fig. 1 with explanation that will be introduced shortly. All cells and cell faces are then checked, respectively, to decide if they are part of \( \Omega_d \) and interface Boundary-I. Using this subroutine, breakdown (\( \Omega_d \)) and non-breakdown regions \( (\Omega_B \cup \Omega_C \cup \Omega_D) \), and Boundary-I can be properly identified for the entire computational domain.

2.2.2. Overlapping regions between DSMC and NS domain

Fig. 1 shows the sketch of overlapping regions and boundaries near the interface of the DSMC and NS solvers at an intermediate step (other than the first CFD simulation step for the whole domain). Related symbols and notation are listed and explained below the sketch in Fig. 1. The general iterative procedure of the

Fig. 2. A typical example of the overlapping regions between the particle and the continuum domains.
present coupling framework is that running the DSMC solver first after the breakdown regions are identified, and then running the NS solver next with the boundary values calculated from DSMC simulations. We now focus on the overlapping regions and boundaries in Fig. 1, which is important in understanding the coupling procedures. Note that all domains mentioned in the following include the boundaries surrounding them. Domain \( \Omega_A \cup \Omega_B \cup \Omega_C \) represents the DSMC simulation region, while domain \( \Omega_B \cup \Omega_C \cup \Omega_D \) represents the NS simulation region; thus, domain \( \Omega_B \cup \Omega_C \) is the designated overlapping region. Boundary conditions (Dirichlet-type) on Boundary-I \( (= \Omega_B \cap \Omega_D) \) for NS simulation come from part of the previous iterative DSMC simulation, while boundary conditions (Dirichlet-type) on Boundary-III \( (= \Omega_C \cap \Omega_D) \) for DSMC simulation come from part of the previous iterative NS solution. Location of Boundary-I is determined from strict comparison of breakdown parameters \( (K_{\text{tmax}} \text{ and } P_{\text{Pre}}) \), computed based on previous iterative solution of domain \( \Omega_A \cup \Omega_B \cup \Omega_C \cup \Omega_D \), with the preset criteria. Location of Boundaries-II and -III are then determined by extending from Boundary-I towards the neighboring continuum region. In addition, the “thickness” (number of cell layers) of domains \( \Omega_B \) and \( \Omega_C \) can be adjusted to achieve better convergence for the coupling procedure.

A typical example of the overlapping regions in practice is demonstrated in Fig. 2. It shows \( \Omega_B \) is the extension of \( \Omega_A \) towards its neighboring continuum regions with 4 cell layers, while \( \Omega_C \) is its further extension in the same direction with 2 cell layers. Size of overlapping regions can be adjusted depending upon the numbers of cell layers for \( \Omega_B \) and \( \Omega_C \), respectively. Overlapping regions and boundaries of the DSMC domain is in general slightly larger than which is strictly determined based on the distribution of breakdown parameters. This is justified in physics because DSMC can intrinsically simulate all regimes of gas flows if computational cost is not a concern. In addition, the method of introducing particles from the interface boundaries into the DSMC domain can be further simplified by only using Maxwellian velocity distribution since the flow is very close to equilibrium condition. An algorithm for generating overlapping regions and locating Boundary-III is also shown in Algorithm 2, which is explained briefly as follows.

In Algorithm 2, only overlapping regions \( (\Omega_B, \Omega_C, \text{ and } \Omega_D) \) and Boundary-III are identified, while Boundary-II is not identified specifically. The reason is that only Boundary-I and Boundary-III are the locations which require imposing boundary conditions for NS and DSMC solvers, respectively, while Boundary-II only serves as the interface for updating solutions. Details of Algorithm 2 are skipped since it is rather self-explanatory. The main idea of this algorithm is to keep track of the list of current interface nodes originating from Boundary-I interface and to extend the necessary number of cell layers in the direction of non-breakdown regions \( (\Omega_B \cup \Omega_C \cup \Omega_D) \). Also, the number of cell layers of \( \Omega_B \) and \( \Omega_C \) can be adjusted in this subroutine (Algorithm 2), respectively.

Furthermore, in the current coupled DSMC–NS method the choice of solution update for each cell is based on its domain type. Domain \( \Omega_A \cup \Omega_B \) is the region where the updated solution comes from the DSMC simulation, while domain \( \Omega_C \cup \Omega_D \) is the region where the updated solution comes from the NS simulation.

### 2.2.3. Coupling procedures

The second issue of the coupled method is the information exchange through the interface between the NS domain and the DSMC domain. Algorithm 3 summarizes general procedures of current coupled DSMC–NS method, which will be explained in detail shortly. In addition, Algorithm 4 describes the procedures about how the macroscopic flow properties at the Boundary-III, calculated from the previous NS simulation, are used as the new Dirichlet-type boundary conditions and fed into the DSMC solver for domain \( \Omega_A \cup \Omega_B \cup \Omega_C \). Flow properties on both sides of Boundary-III, calculated from NS simulation, are averaged as the boundary conditions for the DSMC solver. From the DSMC simulation, the macroscopic flow properties at Boundary-I are employed as the Dirichlet-type boundary conditions and fed back to the NS solver for domain \( \Omega_B \cup \Omega_C \cup \Omega_D \). Detailed procedures of extracting data on Boundary-I are presented in Algorithm 5, which is similar to Algorithm 4. Since steady flow is assumed, coupling between the DSMC and NS solvers at each integration time step is not necessary. Statistical uncertainty from the DSMC simulation can thus be minimized if enough sampling at each iteration step is accumulated. Generally, less than 10 couplings are good enough to achieve converged solution, which will be shown in Section 3.

In brief summary, major procedures of the present coupled DSMC–NS method are listed as follows (Algorithm 3):
1. Apply the HYB3D code to simulate the whole flow field as continuum.
2. Determine the locations of Boundary-I and -III and, thus, the DSMC simulation domain \( \Omega_A \cup \Omega_B \cup \Omega_C \).
3. Impose Dirichlet-type boundary conditions (velocities, temperature and number density) on Boundary-III, obtained from latest NS simulation, for the next DSMC simulation domain \( \Omega_A \cup \Omega_B \cup \Omega_C \).
4. Simulate and sample the flow field in the DSMC domain \( \Omega_A \cup \Omega_B \cup \Omega_C \), using the PDSC code, until acceptable statistical uncertainties are reached.
5. Impose Dirichlet-type boundary conditions (velocities, temperature and density) on Boundary-I, obtained from latest DSMC simulation, for the next NS simulation domain \( \Omega_B \cup \Omega_C \cup \Omega_D \).
6. Conduct flow simulation in the NS domain \( \Omega_B \cup \Omega_C \cup \Omega_D \), using the HYB3D code, to obtain a converged steady-state solution.
7. Update solution of the whole computational domain.
8. Repeat from Steps 2 to 7 until the maximum number of coupling iterations is exceeded or the preset convergence criterion is reached.

Some specific details in the above procedures are described as follows. In Procedure 1, we need to have the most updated solution in the whole domain for determining overlapping regions and interface boundaries between the NS and DSMC solvers. Such solution of the whole domain comes from the “one-shot” HYB3D simulation. Extension of the overlapping regions in Procedure 2 from Boundary-I towards Boundary-III can slightly increase the computational time in DSMC simulation; however, it may reduce the overall number of coupling iterations required to reach the converged solution according to our numerical experience. Up to four layers of cells in domain \( \Omega_B \) and two layers of cells in domain \( \Omega_C \) in the overlapping regions are adopted for quasi-2-D wedge case in the current implementation. The effect of varying the size of overlapping region is reported in Section 3. In Procedure 4, the Dirichlet boundary conditions on Boundary-III for the PDSC code are treated according to the Maxwell–Boltzmann velocity distribution assuming that local flow is very close to thermal equilibrium. In Procedure 7, the solution of the whole domain is updated as a combination of previous HYB3D and PDSC calculations, with Boundary-II acting as the interface for the solution. In addition, the use of the unstructured mesh is highly justified since the locations of the Boundary-I and -III may not be smooth and have irregular shapes. This often occurs in multi-dimensional flows.

### 2.2.4. Practical implementation

Numerical simulations with the coupled DSMC–NS code are conducted on a memory-distributed PC cluster system (64 Nodes, dual processors, 2GB RAM per node, Gbit switching hub) running under a Linux operating system. 32 processors are used throughout this study, unless otherwise specified. The PDSC and HYB3D codes are coupled through a simple shell script (Algorithm 3). Thus, the coupled DSMC–NS code is expected to be highly portable among parallel machines with distributed memory. Most importantly, our experience shows that the I/O time related to the switching of solver and read/write files is negligible comparing to the simulation time used by each solver.

### 3. Results and discussion

#### 3.1. Verification of the coupled DSMC–NS method

##### 3.1.1. Flow and simulation conditions

A supersonic flow past a 2-D wedge of 25° half-angle with a length of 60.69 mm, the same as that in Wang et al. [7], is chosen as the first step to verify the present coupled DSMC–NS method. An equivalent quasi-2-D DSMC simulation is performed with the PDSC code by imposing the Neumann boundary conditions in the spanwise direction (\( z \)-coordinate), which is normal to the 2-D wedge. Tests show that 3–4 cells in the \( z \)-direction are generally enough to mimic the 2-D flow. The numerical results of the 2-D DSMC simulation is taken as the benchmark values for the verification of the proposed DSMC–NS method. Free-stream conditions for this test case are listed in Table 1. Note the wedge surface has a wall temperature (\( T_w \)) of 293.3 K. The Knudsen number based on the length of the wedge and the free-stream conditions is 0.0017.
In the pure DSMC simulation and the DSMC part of the coupled method, variable hard sphere (VHS) [3] model is used to simulate molecular collisions. Constant rotational collision number of 5 is used in the Larsen–Borgnakke model [22] for simulating energy exchange between translational and rotational degrees of freedom. In the NS simulation (pure CFD or part of the coupled method), a CFL number of 100 and a threshold

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Free-stream conditions in supersonic flow over quasi-2-D 25° wedge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas</td>
<td>( p_\infty )</td>
</tr>
<tr>
<td>N(_2)</td>
<td>6.545E – 4 kg/m(^3)</td>
</tr>
</tbody>
</table>

Table 2
Four simulation sets with various parameters in supersonic flow over quasi-2-D 25° wedge

<table>
<thead>
<tr>
<th>Set no.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell layer no. of ( \Omega_B )</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Cell layer no. of ( \Omega_C )</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>( K_{\text{Thr}} )</td>
<td>0.02</td>
<td>0.02</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>( P_{\text{Thr}} )</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.06</td>
</tr>
<tr>
<td>Final DSMC cells</td>
<td>( \sim 85,000 )</td>
<td>( \sim 71,000 )</td>
<td>( \sim 64,000 )</td>
<td>( \sim 84,000 )</td>
</tr>
</tbody>
</table>

Table 3
Total computational time (h) with pure NS solver, pure DSMC and coupled method in supersonic flow over quasi-2-D 25° wedge

<table>
<thead>
<tr>
<th></th>
<th>Pure NS</th>
<th>Pure DSMC</th>
<th>Coupled DSMC–NS method(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>One-shot NS</td>
<td>DSMC</td>
<td>NS</td>
</tr>
<tr>
<td>Total time</td>
<td>3</td>
<td>12</td>
<td>9</td>
</tr>
</tbody>
</table>

\(^a\) 10 Coupling iterations are used in the coupled method for 2-D 25° wedge flow.

Fig. 3. Grid sensitivity test of HYB3D on quasi-2-D 25° wedge flow: (a) density; (b) total temperature.
parameter of 0.5 in the limiter function proposed by Venkatakrishnan [20] are used throughout this study, unless otherwise specified. The same mesh (180,000 hexahedrons) is used for the three numerical approaches (pure DSMC, pure CFD, and the coupled methods) in the current study. Pure DSMC simulation using the PDSC code is taken as the benchmark result for comparison hereafter in the current test case, since it intrinsically solves the Boltzmann equation that governs the gas flows in all regimes. There are four sets of simulation conditions tested in the current study, which are shown in Table 2. Among those, Set 1 is taken as the baseline case for future discussions, unless otherwise specified. Also, the parametric details about the different numerical approaches that are used in the current study are presented below.

3.1.1.1. Pure DSMC simulation and DSMC simulation in the coupled method. Note that the number appearing in parenthesis in the following description represents the value corresponding to the PDSC simulation in the coupled method. Approximately 3.1 million (0.7 million) particles are used for the pure DSMC simulation.
The number of computational cells that are used for PDSC in the coupled method is in the range of 64,000–85,000 (Table 2), which is about 1/3–1/2 of the total number of cells of 180,000 for the pure DSMC method. A number of sampling time steps for the pure DSMC simulation of 35,000 (10,000), and a corresponding number of transient time steps of 30,000 (15,000) are employed to make sure the transient period does not affect the sampling result. The total number of sampling time steps for pure DSMC simulation is much larger than that of DSMC simulation in the coupled method at each iteration step to ensure low statistical uncertainties in the pure DSMC simulation. The reference (or smallest) time step of $8.71 \times 10^{-9}$ seconds is used for both DSMC simulations with the variable time-step approach. The number of particles per cell in the DSMC simulation is generally kept greater than 10 throughout the DSMC simulation domain. Resulting total computational time for the pure DSMC method and DSMC simulation in the coupled method is approximately 16 h and 12 h (for 10 coupled iterations), respectively. Related timing data are also shown in Table 3 for reference.

3.1.1.2. Pure NS simulation and NS simulation in the coupled method. In both NS simulations, an implicit scheme with a local time stepping and a CFL number of 100 is used for the time iterations. Iteration numbers of 7000 and 2000 are used for pure NS simulation and NS simulation in the coupled method, respectively. In addition, grid convergence of the NS code is demonstrated in Fig. 3, where the simulated data using fewer cells

Fig. 5. Initial domain distribution in quasi-2-D 25° wedge flow: (a) continuum breakdown domain; (b) DSMC domain including the overlapping regions.

Fig. 6. Domain distribution at 15th coupling iteration in quasi-2-D 25° wedge flow: (a) breakdown domain; (b) DSMC domain including the overlapping regions.
(120,000 cells) are essentially the same as those by (180,000 cells) as used in the verification of the coupled method with the quasi-2-D wedge flow. In the current study, 180,000 cells are used throughout the study, unless otherwise specified. The number of computational cells for HYB3D in the coupled method is about 1/2–2/3 of the total number of cells used for pure NS simulation. Total HYB3D computational time is approximately 3 h and 9 h (for 10 coupling iterations), respectively, for the pure NS simulation and the NS simulation in the coupled method. Furthermore, the total computational time in the coupled method is about 24 h (Table 3). For other sets of simulation, the total computational time of the coupled method is within ±20% difference from that of Set 1 simulation.

3.1.2. Distribution of breakdown parameters

The distributions of breakdown parameters of test case Set 1 (initial values of $K_{n_{\text{max}}}$, and $K_{n_{\text{max}}}$ and $P_{\text{Tne}}$ at the end of 15th coupled iteration) along the normal direction from the wedge surface at $x = 0.5$, 5 and 50 mm are illustrated in Fig. 4a–c, respectively. As discussed before, only the DSMC method is able to produce $P_{\text{Tne}}$; hence, there is no corresponding distribution of the thermal non-equilibrium indicator after the initial HYB3D simulation. Two horizontal lines showing the threshold values (0.02 for $K_{n_{\text{max}}}$ and 0.03 for $P_{\text{Tne}}$) become the borderlines that continuum breaks down or thermal non-equilibrium exists, in which the NS solver cannot be used. General trend of the $K_{n_{\text{max}}}$ distribution along the normal direction from the wedge surface shows that the value is rather large (up to 0.4 or larger) near the surface ($x = 0.5$, 5 mm) due to large property gradients in the viscous boundary layer, and then decreases to a much smaller value in the region between the boundary layer and the oblique shock, and finally becomes large again across the oblique shock (slightly larger than 0.2 or less). As for the $P_{\text{Tne}}$ distribution, high value (up to 0.4) can be found only at the location across the oblique shock at all surface locations. Noticeably, a comparably broader region for $P_{\text{Tne}}$ than $K_{n_{\text{max}}}$ can be found in Fig. 4a–b, which justifies the use of the thermal non-equilibrium indicator, $P_{\text{Tne}}$, in the current study. In addition, the maximum value of $K_{n_{\text{max}}}$ across the oblique shock decreases slightly with increasing distance from the leading edge. This is understandable since the property gradient near the leading edge is very large. Another important finding is that the initial distribution of $K_{n_{\text{max}}}$, computed from the initial HYB3D simulation, differs to a great extent from that after the final (15th) coupling iteration. This shows that previous “one-shot” CFD simulation, which provides the Dirichlet-type boundary conditions for the DSMC simula-

Fig. 7. Properties comparison between the DSMC method and the present coupled DSMC–NS method in quasi-2-D 25° wedge flow: (a) density; (b) translation temperature.
tion, is problematic for an accurate simulation. Also, the maximum values of $Kn_{\text{max}}$, predicted by the latest PDSC simulation, are generally lower than those predicted by the initial HYB3D simulation except the leading edge region. Based on the distribution of breakdown parameters calculated at each iteration step, the threshold value of breakdown parameters and the concept of overlapping regions mentioned earlier, the proposed coupled DSMC–NS method thus properly determine the computational domain for the DSMC and NS solvers, respectively.

3.1.3. Evolution of DSMC and NS domains

Fig. 5a and b, respectively, shows the initial distribution of continuum (NS) breakdown regions $\Omega_A$ and DSMC simulation domains $\Omega_A \cup \Omega_B \cup \Omega_C$ in the coupled method, while Fig. 6a and b, respectively, shows the corresponding distribution after the 15th coupled iteration. Note that the initial distribution of NS breakdown regions is solely determined by the HYB3D computation for the whole domain, while the later

Fig. 8. Properties profile along a line normal to the wedge at $x = 0.5$ mm: (a) density; (b) translational temperature; (c) velocity.
distribution is updated from the solutions of both PDSC and HYB3D simulations. In Fig. 6a, the continuum breakdown regions are rather scattered, especially near the leading-edge region, while in Fig. 6b the DSMC simulation domains that are originally disconnected spatially becomes connected due to the current strategy of overlapping regions. In the current test case, there are two major DSMC simulation domains: one is across the oblique shock and the other is near the boundary layer of the wedge surface. In addition, the region in front of the leading edge is also identified as the DSMC simulation domain due to large gradient of the flow properties. To be numerically accurate, a threshold value of $Kn_{\text{max}}$ in the current study is chosen conservatively as 0.02, which guarantees that even minor deviation from the continuum theory can be captured. Note that Wang et al. [7] used the same value, although Wang and Boyd [21] previously recommended 0.05 as the threshold value instead. Consideration of another breakdown parameter $P_{\text{Tne}}$ (0.03 in the current study) further extends the possible DSMC simulation region, especially in the region near the leading edge and across the oblique shock, as can be seen in Fig. 4a–c. Thus, we can expect a larger DSMC domain exists,
which increases the computational time accordingly, should this threshold value decrease even more. Of course, both $K_{\text{in}}$ and $P_{\text{Tne}}$ can be adjusted based on numerical experience. Comparing Fig. 5 with Fig. 6, we can find that the DSMC simulation domain expands with increasing number of coupled iteration, which justifies the necessity of repeated coupling between two solvers as proposed in the current study. Nevertheless, the DSMC simulation region ceases to expand as the converged solution is reached.

### 3.1.4. Comparison of the coupled DSMC–NS method with the pure DSMC method

Figs. 7a and b compare contour distributions of density and translational temperature, respectively, obtained from the pure DSMC simulation and the coupled DSMC–NS method. The results of the present coupled DSMC–NS method are in excellent agreement with those of pure DSMC simulation except the unexpected density profile behind the oblique shock near the downstream end. Note that the wiggle appearing in Fig. 7a (density contour) may be misleading at first glance since the density values in the region between the

![Fig. 10. Properties profile along a line normal to the wedge at $x = 50$ mm: (a) density; (b) translational temperature; (c) velocity.](image)
oblique shock and the wedge surface is actually almost uniform. Obviously, the oblique shock originating from the leading edge is well captured by both pure DSMC simulation and the coupled method. Detailed comparisons of density and temperature profiles obtained from the present coupled DSMC–NS, pure DSMC and pure NS solvers are introduced next to further demonstrate the validity of the current proposed coupled DSMC–NS method.

Fig. 8a–c shows the comparison of density, temperature and velocity contour, respectively, obtained from these three numerical methods, along a line normal to the wedge surface (on direction) at \( x = 0.5 \) mm. Horizontal dash-dot line represents the boundary between the NS solution domain (above) and the DSMC solution domain (below). In addition, the data of the coupled method represent the results after the 15th coupled iteration. Due to rarefaction of the free stream and the shock forming near the leading edge region, as shown in those figures, the majority portion normal to the wedge surface at this location belongs to the DSMC sim-

![Fig. 11](image1.png)

Fig. 11. Convergence history of L2-norm deviation of density among the four simulation sets in quasi-2-D 25° wedge flow.

![Fig. 12](image2.png)

Fig. 12. Convergence history of L2-norm deviation of total temperature among the four simulation sets in quasi-2-D 25° wedge flow.
ulation domain except for the region far away from the wedge surface (large $\delta n$). Results of the coupled method are in excellent agreement with those of pure DSMC simulation at all $\delta n$ of $x = 0.5$ mm. Because the HYB3D code only solves the thermal-equilibrium and continuum-based governing equations, the results of HYB3D are different to a large extent from other two methods due to the combined effect of large $Kn_{\text{max}}$ (low density and large gradient of properties) and large $P_{T\text{ne}}$ (highly thermal non-equilibrium) near the leading edge. Observation from Fig. 8a–c shows that overlapping regions may be shrunk to further reduce the computational time. Effects of reducing the overlapping regions are discussed later.

Fig. 9a–c shows the similar comparison among the three numerical approaches at $x = 5$ mm. Based on the calculated breakdown parameters ($Kn_{\text{max}}$ and $P_{T\text{ne}}$) and the selected threshold values, the flow region is divided into four sub-domains along the $\delta n$ direction, as shown in Fig. 9: Zone I ($\delta n < 0.74$ mm) and Zone III ($1.71$ mm $< \delta n < 2.61$ mm) are the DSMC solution domains, while the other two regions, Zone II ($0.74$ mm $< \delta n < 1.71$ mm) and Zone IV ($\delta n > 2.61$ mm), are the NS solution domains. At this location, the results of the NS solver deviate appreciably from those of both pure DSMC simulation and the coupled method. This deviation occurs even in the region between the shock and the boundary layer, where it is identified as the NS solution domain. This large deviation is reasonable since the boundary conditions for the NS solution domain (Zone II) can only be accurately obtained from DSMC simulation domains (Zones I and III). Results of the present coupled method are still in excellent agreement with those of pure DSMC simulation for the entire domain.

Fig. 10a–c also shows the similar comparison among the three numerical methods at $x = 50$ mm, which is very close to the outflow boundary in the current test case. The flow region is again divided into four sub-domains along the $\delta n$ direction. Two zones (I and III) are the DSMC simulation domains, while the other two zones (II and IV) are the NS simulation domains. In general, similar trends to Fig. 9 can still be found in Fig. 10 except that there is a slight discrepancy between the coupled method and pure DSMC simulation. This could be possibly due to the problematic treatment of outflow boundary conditions in the DSMC simulation. In the NS simulation, supersonic outflow boundary conditions assuming no information is passed back to the computational domain from the outside, while in DSMC simulation, fixed outflow boundary conditions based on free-stream supersonic flow conditions are used, which are obviously incorrect. Indeed, further detailed study regarding this matter is required to resolve the discrepancy.

Fig. 13. Comparison of properties along a line normal to the wedge at $x = 0.5$ mm among the four simulation sets: (a) density; (b) translational temperature.
3.1.5. Effect of varying simulation parameters on convergence

As mentioned earlier, varying the size of the overlapping regions and the criteria of breakdown parameters may have an impact on the convergence rate, computational cost and accuracy of solutions. Figs. 11 and 12 illustrate the convergence history of L2-norm deviation of density and total temperature, respectively, with different simulation parameters. This L2-norm deviation for \( i \)th iteration is defined as the root mean square of flow properties between the \( (i - 1) \)th and the \( i \)th iteration in the whole simulation domain. There are 4 test sets of simulation conditions listed in Table 2. Note that the L2-norm deviations level off within less than 10 coupled iterations for all the test sets. Indeed, the converged deviation of flow properties depends upon the statistical uncertainties of the DSMC solver [4]. However, the effect of the number of sampling used in the PDSC code is not pursued in the current study. As compared with the baseline case (Set 1), decreasing the size of overlapping regions (Set 2) or increasing the threshold values of \( Kn_{\text{Thr}}^{\text{max}} \) (Set 3) and \( P_{\text{Thr}}^{\text{Tne}} \) (Set 4) does not clearly change the convergence behavior of the coupled method as shown in Figs. 11 and 12. In addition, varying the simulation parameters (Set 1–Set 4 in Table 2) does not alter the accuracy of the solution. Typical examples are shown in Fig. 13a and b (\( x = 0.5 \) mm), whereas the profiles of flow properties at other positions show a similar trend. However, the choice of simulation parameters slightly changes the resulting number of cells for DSMC simulation (Table 2), which in turn may change the total computational time slightly. In addi-

![Fig. 14. Sketch of two parallel near-continuum orifice free jets flow.](image)

<table>
<thead>
<tr>
<th>Gas</th>
<th>( \rho_{\text{throat}} )</th>
<th>( U_{\text{throat}} )</th>
<th>( T_{\text{throat}} )</th>
<th>( Re_{\text{throat}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_2 )</td>
<td>6.52E – 3 kg/m³</td>
<td>314 m/s</td>
<td>237.5 K</td>
<td>401</td>
</tr>
</tbody>
</table>

Table 4

Sonic conditions at the orifice exiting plane in two parallel near-continuum orifice free jets flow
tion, this slightly large number of coupled iterations required for convergence will be discussed in detail next along with the results by applying the coupled method in computing a 3-D realistic flow.

3.2. 3-D application of the coupled DSMC–NS method

To demonstrate the present coupled DSMC–NS method in dealing with realistic 3-D flows, a nitrogen flow with two parallel near-continuum orifice jets issuing into a near-vacuum environment is simulated. This flow is in generally very difficult to simulate alone using either the DSMC or NS solver.

Fig. 14 schematically shows two parallel near-continuum thin orifice free jets (nitrogen gas, orifice diameter = 3 mm, distance of two orifice centers = 9 mm) issuing into a near-vacuum environment. This flow has been experimentally measured by Soga [28] with background pressure ~3.7 Pa. Since only limited computational domain is utilized, vacuum boundary conditions are employed at all outer boundaries for simplicity. In addition, only 1/4 of the whole physical domain is simulated due to the geometrical symmetry. Inflow conditions at the thin orifices, as summarized in Table 4, are assumed to be sonic with flow data obtained from 1-D inviscid flow analysis. Indeed, this restriction can be relieved if a pressure-based NS solver, unlike the current

Table 5
Simulational conditions of two parallel near-continuum orifice free jets flow

<table>
<thead>
<tr>
<th>Method</th>
<th>DSMC for coupled method$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell no.</td>
<td>~470,000</td>
</tr>
<tr>
<td>Simulated particle no.</td>
<td>~6,200,000</td>
</tr>
<tr>
<td>Reference $\Delta t$ (s)</td>
<td>3.01E–09</td>
</tr>
<tr>
<td>Sampling time steps</td>
<td>13,500</td>
</tr>
<tr>
<td>Cell layer no. of $\Omega_B$</td>
<td>1</td>
</tr>
<tr>
<td>Cell layer no. of $\Omega_C$</td>
<td>0</td>
</tr>
<tr>
<td>$Kn_{max}$</td>
<td>0.05</td>
</tr>
<tr>
<td>$p_{T_{max}}$</td>
<td>0.1</td>
</tr>
</tbody>
</table>

$^a$ Total cell no. of computational domain for coupled DSMC–NS method is 520,830.
Fig. 16. Surface mesh distribution of breakdown domain (DSMC domain) of two parallel near-continuum orifice free jets flow simulation with an exploded view.

Table 6
Total computational time (h) with pure NS solver and coupled method in two parallel near-continuum orifice free jets flow

<table>
<thead>
<tr>
<th></th>
<th>Pure NS</th>
<th>Coupled DSMC–NS method*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>One-shot NS</td>
</tr>
<tr>
<td>Total time</td>
<td>2.5</td>
<td>22.5</td>
</tr>
</tbody>
</table>

* 3 Coupling iterations are used for a converged solution in the coupled method.

Fig. 17. Density contour of two parallel near-continuum orifice free jets flow.
HYB3D code, is selected that can be used to simulate starting from the stagnation reservoir. Clearly, this flow is too dense for a meaningful DSMC simulation based on the flow conditions at the orifices ($Kn_{\text{throat}} = 0.00385$), while it is too rarefied for a correct NS simulation due to the near-vacuum ambient environment.

Fig. 15 shows the global surface mesh distribution, which is used for the coupled method, along with an exploded view of the surface mesh distribution near the orifice. Note only tetrahedral mesh is used in this simulation. Computational domain extends up to 20D, 10D and 10D, respectively, in the direction of $x$- (streamwise), $y$- (crosstreamwise) and $z$-coordinate (crosstreamwise). Mesh near the orifice lip is intentionally refined considering the large gradient of flow properties in this region. Resulting number of cells is approximately 0.52 million, while other simulation conditions are summarized in Table 5. Among these, $Kn_{\text{max}}$ and $P_{\text{Tne}}$ are chosen as 0.05 and 0.1, respectively. One cell layer is used for $\Omega_B$, and none for $\Omega_C$. In addition, at all outer boundaries supersonic flow boundary conditions and vacuum boundary conditions are assumed, respectively, in the NS and DSMC solver. Fig. 16 illustrates the exploded view of the surface mesh distribution of DSMC domain.

Fig. 18. Thermal non-equilibrium contour of two parallel near-continuum orifice free jets flow: (a) on the global surface; (b) near the orifice.

Fig. 19. Normalized density distribution along the symmetric line of two parallel near-continuum orifice free jets flow.
(breakdown region) in the coupled method after 2nd iteration. Related timing data are also shown in Table 6 for reference.

Fig. 17 illustrates the density contour distribution at the symmetric and orifice planes. In each orifice jet, the flow expands very quickly into the near-vacuum environment, while at the symmetric line between two orifice jets a secondary jet is clearly formed due to the expanding molecules from both jets. Fig. 18a illustrates the contour distribution of thermal non-equilibrium \( P_{Tne} \) at the symmetric and orifice planes, while Fig. 18b shows the contour distribution of thermal non-equilibrium near the orifice with the surface of the breakdown domain in the enlarged view. It clearly shows that except near the entrance of the orifice jet most regions are highly non-equilibrium, which necessitates the use of DSMC solver. The region simulated by the NS solver is considerably small; however, it becomes a formidable task using the DSMC solver alone at this low Knudsen number (0.00385).

Figs. 19 and 20, respectively, illustrate the simulated profile of density and rotational temperature along the symmetric line between the two jets, along with pure NS data and experimental data [28]. It should be noted

![Fig. 20. Rotational temperature distribution along the symmetric line of two parallel near-continuum orifice free jets flow.](image)

![Fig. 21. Convergence history of density for two parallel near-continuum orifice free jets flow.](image)
that since only normalized density data were provided in Ref. [28], comparisons of normalized densities (with respect to their corresponding peak values) between hybrid, pure NS, and test data are made in Fig. 19a. Thus, Fig. 19a serves to demonstrate the general trend of both predictions (hybrid and pure NS) coincide with the measured data, except in the near-wall region. However, the absolute densities predicted by both methods differ substantially because the values of continuum breakdown parameters are large (>0.05) along this symmetric line, where there is a large gradient of flow properties in the near field and strong rarefaction in the far field. This phenomenon can be clearly seen in Fig. 19b. Results show that density first increases very rapidly with increasing $x/D$, then reaches a maximal value near $x/D = 2$ due to the collisions of gas molecules from both jets and finally decreases rapidly towards ambient value. In contrast, temperature decreases continuously from $\sim 200$ K at $x/D = 0$ with increasing $x/D$. Note only the total temperature obtained in the pure NS method is presented due to the assumption of thermal-equilibrium in the NS solver (HYB-3D). In this highly rarefied region, the simulated temperature data using coupled method agree reasonably well with experimental data within experimental uncertainties, while the temperature data by NS solver deviate greatly from experimental data as expected. In addition, the simulation data of the coupled method deviate relatively large from the

![Convergence History](image)

**Fig. 22.** Convergence history of total temperature for two parallel near-continuum orifice free jets flow.

![Mach Number Distribution & Breakdown Domains](image)

![Mach Number Distribution near the Orifice](image)

**Fig. 23.** Mach number distribution near the breakdown interfaces: (a) quasi-2-D supersonic wedge flow; (b) two parallel near-continuum free jets.
experimental data near the wall region \((x/D \leq 1)\), which requires further investigation. There are two possible reasons of this large deviation. One is that it might originate from the errors introduced by reflection of light from the wall in Soga’s study using fluorescence technique [28]. Another possible reason is the inlet flow data assuming 1-D inviscid flow conditions.

Figs. 21 and 22 show the convergence history of the L2-norm deviation of density and temperature, respectively. The density deviation decreases from \(1.1 \times 10^{-5} \text{ kg/m}^3\) down to \(1.3 \times 10^{-2} \text{ kg/m}^3\) and levels off quickly after two coupling iterations, while the temperature deviation shows similar trend decreasing from 30 K down to \(\sim 1.5 \text{ K}\). This fast convergence of the deviation as compared to the case of quasi-2-D wedge flow can be clearly explained by Fig. 23, which shows the Mach number contour distribution near the breakdown interface for both cases of quasi-2-D wedge flow and of two parallel jets. In Fig. 23a subsonic flow dominates in the regions near the breakdown interface above the boundary layer along the wedge wall that necessitates more number of couplings to exchange the information between two solvers, although supersonic flow dominates in the regions near the breakdown interface around the oblique shock. However, in Fig. 23b, supersonic flow dominates near the breakdown interface around entrance regime of orifice jets, which greatly reduces the number of couplings required for convergence as seen from the simulation. The above observation is very important from the viewpoints of practical implementation. For example, in the early stage of simulation we can determine the number of couplings required for convergence by simply monitoring to which the flow regime (supersonic or subsonic) near the breakdown interface belongs. If most flows near the breakdown interface are supersonic, then two coupling iterations should be enough for convergence. If not, more coupling iterations (e.g. less than ten) are required to have a converged solution. Further investigation in determining the optimum number of coupling iterations is required in practical applications of the current coupled method.

4. Conclusions

A coupled DSMC–NS approach using 3-D unstructured mesh is presented to combine the high computational efficiency of the NS solver in continuum and thermal-equilibrium regions with high fidelity of the DSMC method in “breakdown” regions. Flexible overlapping regions between DSMC and NS simulation domains are designed by taking advantage of the unstructured grid topology in both solvers. Two breakdown parameters, including a continuum breakdown parameter proposed by Wang and Boyd [21] and a thermal non-equilibrium indicator, are employed to determine the DSMC simulation and NS simulation domains, in addition to the concept of overlapping regions. The results from a pure DSMC simulation of a supersonic flow past a quasi-2-D wedge case is chosen as the benchmark data for evaluating and verifying the present coupled method. In addition, a realistic 3-D nitrogen flow, which two parallel near-continuum orifice jets expands into a near-vacuum environment, is simulated to demonstrate the capability of the current coupled method in dealing with practical problems. The present coupled DSMC–NS method is shown to be capable of accurately simulating the characteristics of the continuum and thermal-equilibrium breakdown in the test cases. It is argued that the present coupled approach using flexible overlapping regions can be easily applied to any DSMC and NS solvers using the unstructured grid topology in general. Nevertheless, the advantage of applying this coupled method to simulate flow, which is predominantly continuum, can be highly expected since the computation with the pure DSMC method is practically impossible and the pure NS solver is incorrect in rarefied regions.

Though successful results for the test cases were obtained from the present coupled approach, extensive studies with other more challenging 3-D test cases in the future are needed to further verify the present approach. Some comments about extending the current coupling method are made as follows. First, a thermal-equilibrium NS solver, HYB3D, is chosen in the current study and cannot correctly model the region involved with thermal non-equilibrium phenomena. The DSMC domain needs to cover not only continuum breakdown but also thermal non-equilibrium regions, in which the use of a multiple-temperature NS solver is more appropriate. Hence, it may be justified to either use a multiple-temperature NS code, or implement the multiple-temperature capability into HYB3D to promote the computational efficiency by simulating thermal non-equilibrium region without using DSMC. Second, an implicit scheme with a CFL number of 100 is used in the current NS solver while the time step of DSMC is constrained by the limit of a unity CFL number time step. Thus, it is highly possible that the coupling between DSMC and NS solvers can be made at each NS time step.
step, over which DSMC data are accumulated for 100–1000 DSMC time steps. If a sufficiently large number of simulation particles in DSMC can be used along with possible “multi-level” cloning technique [8], then a fairly low-noise coupling between DSMC and NS solver for unsteady flows may be performed, although its cost is expected to be high as compared to steady-flow simulation.

Algorithm 1. Procedures of locating breakdown regions and Boundary-I

Subroutine Set_Breakdown_domain_Boundary-I

Input both of the right- and the left-hand side cells for each cell interface.
Input $P_{Tne}$ and $K_{n_{\text{max}}}$ of each cell from the last iterative solution.

- $D_j$: identifier of the domain types for the specific cell $j$.
  - $=0$, for the breakdown domain $\Omega_A$;
  - $=1$, for the overlapping region $\Omega_B$;
  - $=2$, for the overlapping region $\Omega_C$;
  - $=3$, for the rest of the region $\Omega_D$.

- Initialize array domain type number.
  Set $D = 3$ for all cells.

- Initialize array IBIF (Indicator of Boundary-I faces).
  Indicator of Boundary-I faces array records if the specific cell interface $k$ belongs to one of the Boundary-I faces.

- Mark the cells of the breakdown domain $\Omega_A$ as 0.

  for each cell $i$ do
    if ($P_{Tne}$)$_i \geq P_{Tne}^{\text{Thr}} \text{ OR } (K_{n_{\text{max}}})_i \geq K_{n_{\text{max}}}^{\text{Thr}}$) then
      Set $D_i = 0$
    end if
  end for

- Mark the faces of Boundary-I.

  for each cell interface $k$ do
    $iR =$ the right-side cell of cell interface $k$
    $iL =$ the left-side cell of cell interface $k$
    if $(D_{iR} \neq D_{iL})$ then
      IBIF$_k = 1$
    end if
  end for

The right-side cell $iR$ and left-side cells $iL$ for the specific cell interface $k$
Algorithm 2. Procedures of generating overlapping regions and locating Boundary-III

Subroutine Set_overlapping_regions_and_Boundary

Input the list of cells surrounding each node.

# Initialize array IBIN (Indicator of Boundary-I nodes)
# ICLN (Indicator of current layer nodes)
# INLN (Indicator of next layer nodes)
# Array of Indicator of Boundary-I nodes records if the specific node $j$ belongs to one of
# the Boundary-III faces.
# Current layer nodes is a special node group which forms a close layer of the current
# extended overlapping regions and breakdown domains in each extension of
# overlapping regions layer-by-layer. Once each layer extension of overlapping is
# completed, nodes of Current layer will be updated with the next layer nodes.

Set IBIN = 0, ICLN = 0 and INLN = 0 for each node.

# Indicator of Boundary-III faces array records if the specific cell interface $k$ belongs to
# one of the Boundary-III faces.
# Initialize array IBIIIF (Recorder of Boundary-III faces)
Set IBIIIF = 0 for each cell interface.

# Preset the numbers of cell layers for each overlapping domain $\Omega_B$ and $\Omega_C$.
Set No_layers(1) = 4
Set No_layers(2) = 2

# Mark the nodes on Boundary-I
for each cell interface $k$ such that IBIF$_k$ == 1 do
  for each node $j$ of cell interface $k$ do
    IBIN$_j$ = 1
  end for
end for

# Nodes on the on Boundary-I is the first close node layer of the breakdown domains.
# Mark all the nodes on Boundary-I as the nodes of currently searched node layer.
ICLN(:, ) = IBIN(:, )

# Mark cells of domain $\Omega_B(R = 1)$ and $\Omega_C(R = 2)$ by searching layer-by-layer
# extension.
for overlapping region $R = 1, 2$ do
  Set $n = 1$
  while ($n \leq$ No_layers($R$)) do
    for each node $j$ such that ICLN$_j$ == 1 do
      for each cell $i$ surrounding node $j$ such that $D_i == 3$ do
        Set $D_i = R$
        for each node $k$ of cell $i$ such that ICLN$_k == 0$ do
          if (INLN$_k == 0$) then
            INLN$_k == 1$
          end if
        end for
      end for
    end for
    ICLN(:, ) = INLN(:, )
    INLN = 0
    $n = n + 1$
  end while
end for

# Mark the faces of Boundary-III
FBIII = 0
Remark: $D_i = 3$ means the cell $i$ belong to $\Omega_d$ in NS domain

for each cell interface $k$ do
  iR = the right-side cell of cell interface $k$
  iL = the left-side cell of cell interface $k$
  if ($(D_{iR} == 3 \text{ AND } D_{iL} == 2) \text{ OR } (D_{iR} == 2 \text{ AND } D_{iL} == 3))$ then
    $FB_{III_k} = 1$
  end if
end for

Algorithm 3. General procedures of the proposed coupled DSMC–NS method

Main loop

Set MCI = maximum number of coupling iterations

# Initial “one-shot” HYB3D for whole domain
call NS solver HYB3D (for the whole simulation domain)

# Coupling Iterations
loop = 1
while (loop $\leq$ MCI) do
  call Subroutine Set_breakdown domain and Boundary-I
  call Subroutine Set_overlapping regions and Boundary-III
  call Subroutine Extract_Boundary-III_data_for_DSMC_solver

  # For domain $\Omega_a \cup \Omega_b \cup \Omega_c$
  call DSMC code PDSC
  call Subroutine Extract_Boundary-I_data_for_NS_solver

  # For domain $\Omega_b \cup \Omega_c \cup \Omega_D$
  call NS solver HYB3D
  call Subroutine Solution_update
  loop = loop + 1
end do

Algorithm 4. Procedures of extracting Boundary-III data for DSMC solver

Subroutine Extract_Boundary-III_data_for_DSMC_solver

$n = 0$
for each cell interface $k$ such that $FB_{III_k} = 1$ do
\( n = n + 1 \)
\( \text{iR} = \) the right-hand side cell of cell interface \( k \)
\( \text{iL} = \) the left-hand side cell of cell interface \( k \)

**average** flow properties of both cell \( \text{iR} \) and \( \text{iL} \) as flow data of the \( n \)-th face of DSMC hybrid boundary

**end for**

**Algorithm 5.** Procedures of extracting Boundary-I data for NS solver

**Subroutine Extract_Boundary-I_data_for_NS_solver**

**for** each cell interface \( k \) such that \( \text{FBI}_k = 1 \)**

\( \text{iR} = \) the right-hand side cell of cell interface \( k \)
\( \text{iL} = \) the left-hand side cell of cell interface \( k \)

**if** \( (D_{\text{IR}} = 0) \)**

**then**

set flow data of cell interface \( k \) with flow properties of cell \( \text{iR} \) from DSMC domain

**else**

set flow data of cell interface \( k \) with flow properties of cell \( \text{iL} \) from DSMC domain

**end if**

**end for**
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