Algorithmic aspects of the generalized clique-transversal problem on chordal graphs
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Abstract

Suppose $G=(V, E)$ is a graph in which each maximal clique $C_i$ is associated with an integer $r_i$, where $0 \leq r_i \leq |C_i|$. The generalized clique transversal problem is to determine the minimum cardinality of a subset $D$ of $V$ such that $|D \cap C_i| \geq r_i$ for every maximal clique $C_i$ of $G$. The problem includes the clique-transversal problem, the $i, 1$ clique-cover problem, and for perfect graphs, the maximum $q$-colorable subgraph problems as special cases. This paper gives complexity results for the problem on subclasses of chordal graphs, e.g., strongly chordal graphs, $k$-trees, split graphs, and undirected path graphs.
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1. Introduction

In this paper, $G = (V, E)$ represents a graph with vertex set $V$ of size $n$ and edge set $E$ of size $m$. A clique is a subset of pairwise adjacent vertices of $V$. An $i$-clique is a clique of size $i$. A maximal clique is a clique that is not a proper subset of any other clique. Denote by $\mathcal{C}(G)$ the set of all maximal cliques of $G$.

This paper studies the following generalized clique-transversal problem, which includes many clique-related problems as special cases. Suppose each maximal clique $C_i$ of $G$ is associated with an integer $r_i$, where $0 \leq r_i \leq |C_i|$. Let $R = \{(C_i, r_i) : C_i \in \mathcal{C}(G)\}$. An $R$-clique-transversal set of $G$ is a subset $D$ of $V$ such that $|D \cap C_i| \geq r_i$ for every $C_i \in \mathcal{C}(G)$. The generalized clique-transversal problem is, given a graph
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G and R, to determine the R-clique-transversal number \( \tau_R(G) \) that is the minimum size of an R-clique transversal set of G. The problem has a natural dual, as follows. A clique-independent set is a collection of pairwise disjoint maximal cliques. The R-clique-independence problem is, given a graph G and R, to determine the R-clique-independence number \( \alpha_R(G) \) of G that is the maximum value \( \sum_{C_i \in \mathcal{P}} r_i \) for a clique-independent set \( \mathcal{P} \) of G. For any R-clique-transversal set D and any clique-independent set \( \mathcal{P} \),

\[
\sum_{C_i \in \mathcal{P}} r_i \leq \sum_{C_i \in \mathcal{P}} |D \cap C_i| = |D \cap ( \bigcup_{C_i \in \mathcal{P}} C_i)| \leq |D \cap V| = |D|.
\]

Hence, we have the following weak duality inequality: for any graph G,

\[
\alpha_R(G) \leq \tau_R(G).
\]

Note that the inequality may be strict, as \( \alpha_R(C_{2n+1}) - n < n + 1 = \tau_R(C_{2n+1}) \) when all \( r_i = 1 \) and \( n \geq 2 \).

The concept of chordal graphs was introduced by Hajnal and Surányi [24] in connection with the theory of perfect graphs (see [21]). A graph is chordal (or triangulated) if every cycle of length greater than three has a chord (i.e., every induced cycle is a triangle). The neighborhood \( N(v) \) of a vertex v is the set of all vertices adjacent to v. The closed neighborhood \( N[v] \) of v is \( \{v\} \cup N(v) \). One of the most important properties of a chordal graph \( G = (V, E) \) is that its vertices have a perfect elimination ordering, i.e., an ordering \( v_1, v_2, \ldots, v_n \) of V such that \( N_i[v_i] \) is a clique for \( 1 \leq i \leq n \), where \( N_i[v_j] = \{v_k \in N[v_j] : i \leq k\} \). Note that any maximal clique of a chordal graph G is equal to some \( N_i[v_i] \), but an \( N_i[v_i] \) is not necessarily a maximal clique. Consequently, a chordal graph has at most \( n \) maximal cliques. It is also known that all maximal cliques can be enumerated in \( O(m + n) \) time (see [14, 16]). In this paper, we study algorithmic aspects of the generalized clique-transversal problem and related problems on subclasses of chordal graphs, such as strongly chordal graphs, k-trees, split graphs, and undirected path graphs.

If we restrict \( r_i = 1 \) for all maximal cliques \( C_i \) of G, the generalized clique-transversal (resp. R-clique-independence) problem becomes the clique-transversal (resp. clique-independence) problem. The corresponding clique-transversal (resp. clique-independence) number is denoted by \( \tau_C(G) \) (resp. \( \alpha_C(G) \)). The above weak duality inequality becomes: for any graph G,

\[
\alpha_C(G) \leq \tau_C(G).
\]

\( \alpha_C(G) \) and \( \tau_C(G) \) have been studied in [1, 5, 10, 36]. In particular, it was proven that determining \( \alpha_C(G) \) and \( \tau_C(G) \) for a split graph G is NP-complete and that there are linear algorithms for finding \( \alpha_C(G) \) and \( \tau_C(G) \) of a strongly chordal graph G (see [5]).

Another special case of the generalized clique-transversal problem is the \( C_{i,j} \) problem described as follows. This problem has in fact been studied in a more general setting (see [8]). For \( i \geq j \geq 1 \), the \( C_{i,j} \) problem is to determine the \( i,j \) clique cover number
$c_{i,j}(G)$ of a graph $G$, which is the minimum number of $j$-cliques such that every $i$-
clique of $G$ includes such a $j$-clique. It is not hard to see that the $C_{i,1}$ problem is the
same as the generalized clique-transversal problem with $r_j = \max\{|C_j| - i + 1, 0\}$ for
each maximal clique $C_j$ of $G$. A classical result of the $C_{i,j}$ problem is Turán's theorem,
which states that $c_{i,2}(K_n)$ is equal to the number of edges in a complete $(i - 1)$-partite
graph of $n$ vertices, where any two distinct partite sets have sizes that differ by at most
one. The problem has also been studied from an algorithmic point of view by many
authors. In particular, it was shown that it is NP-complete on general graphs when
$i > j \geq 1$ [7, 15, 28, 37], on chordal graphs when $i > j \geq 2$ [7], on split graphs when
$i - 1 = j \geq 2$ [7], and on split graphs when $i \geq 3 > 1 = j$ and $i$ is part of the input [8].
On the other hand, there is a polynomial time algorithm for the $C_{2,1}$ problem, which
is exactly the vertex cover problem and is reducible to the maximum independent set
problem, on chordal graphs [16], a polynomial-time algorithm for the $C_{i,1}$ problem on
chordal graphs when $i$ is fixed, and an $O(m + n)$ time algorithm for the $C_{i,1}$ problem
on interval graphs even when $i$ is not fixed [31].

The maximum $q$-colorable subgraph problem is, given a graph $G = (V,E)$, to
determine the maximum size $s_q(G)$ of a subset of $V$ that can be partitioned into $q$
disjoint independent sets. The problem has been studied by [13, 20, 22, 23, 38]. For any
fixed $q$, the problem is NP-complete for general graphs. It was shown in [8] that for
any perfect graph $G$, $s_q(G) = |V| - c_{q+1,1}(G)$. Consequently, the maximum $q$-colorable
subgraph problem is equivalent to the $C_{q+1,1}$ problem for chordal graphs.

The rest of this paper is organized as follows. Section 2 reviews some terminology
that will be applied in this paper. Section 3 gives an $O(m + n)$ time algorithm for
the generalized clique-transversal problem on strongly chordal graphs provided that
strong elimination orderings are known in advance. We modify this algorithm to get
an algorithm for the $C_{i,1}$ problem so that we do not need to find all maximal cliques
explicitly. Section 4 gives a linear time algorithm for the generalized clique-transversal
problem on $k$-trees when $k$ is fixed. Section 5 discusses the NP-complete results on
$k$-trees (with unbounded $k$) and undirected path graphs.

2. Preliminaries

In this paper, all graphs are finite, undirected, and without loops or parallel edges. A
graph is an intersection graph if there is a correspondence between its vertices and a
family of sets (the intersection model) such that two vertices are adjacent in the graph
if and only if their two corresponding sets have a nonempty intersection. Restricting the
sets to subtrees of a tree determines the class of chordal graphs [17]. If the intersection
models are further restricted so that each subtree is a path, a proper subclass called the
undirected path graphs results [19]. Further restricting the model to rooted trees with
paths directed away from the root yields the directed path graphs [18]. Requiring that
the tree itself be a path defines the class of interval graphs [14, 29].

As Gavril has shown in his papers, the intersection models for chordal graphs can
always be chosen so that the nodes of the tree are the maximal cliques of the original
graph. Each vertex of the graph then corresponds to the subtree comprising of exactly those maximal cliques to which it belongs. We call such an intersection model a clique tree for the graph.

Other two related subclasses of chordal graphs are split graphs and k-trees. A split graph is a graph whose vertex set can be partitioned into the disjoint union of an independent set and a clique. This concept was first introduced by Földes and Hammer [12], who also proved that a graph is split if it and its complement are chordal. A k-tree is defined recursively as follows: a $K_k$ is a k-tree, and if $G$ is a k-tree then so is the graph formed by adding a new vertex to $G$ and making it adjacent to all vertices of a $k$-clique in $G$. In a k-tree of more than $k$ vertices, each maximal clique is of size $k + 1$, which is formed by joining a new vertex to a previous existing $k$-clique. A clique tree of a k-tree thus can be obtained recursively as follows: $K_1$ is a clique tree of $K_{k+1}$, and if $T$ is a clique tree of a k-tree $G$ and $G'$ is obtain from $G$ by adding a new vertex $v'$ adjacent to all vertices in a $k$-clique $C$ of $G$, then a clique tree $T'$ of $G'$ can be formed by adding a new vertex $v'$ adjacent only to $v$ in $T$, where $v$ corresponds to a $(k + 1)$-clique of $G$ that includes $C$.

In conjunction with the study of domination in graph theory, the following subclass of chordal graphs was studied in [6,11,26]. A strongly (or sun-free) chordal graph is a graph $G = (V,E)$ whose vertex set has a strong elimination ordering, i.e., an ordering $v_1, v_2, \ldots, v_n$ of $V$ such that $i \leq j \leq k$ and $v_j, v_k \in N_i[v_i]$ imply $N_i[v_j] \subseteq N_i[v_k]$. Note that a strong elimination ordering is a perfect elimination ordering. To date, the fastest algorithm to recognize a strongly chordal graph and give a strong elimination ordering takes $O(m \log n)$ (see [32]) or $O(n^2)$ time (see [35]). Strongly chordal graphs include trees, block graphs, powers of trees, interval graphs, and directed path graphs.

A hypergraph is an ordered pair $H = (V,E)$ consisting of a finite nonempty set $V$ of vertices and a collection $E$ of nonempty subsets of $V$ called (hyper)edges. A hypergraph is $k$-uniform if each edge is of size $k$. A 2-uniform hypergraph is just a graph. The transversal number $\tau(H)$ of a hypergraph $H$ is the minimum size of a subset of vertices that meets all edges of $H$. The matching number $m(H)$ of $H$ is the maximum size of a pairwise disjoint subclass of $E$. For more terminology on hypergraphs see [2].

3. Algorithm on strongly chordal graphs

In this section we give a linear time algorithm for solving the generalized clique-transversal problem on strongly chordal graphs. Suppose $G$ is a strongly chordal graph in which every maximal clique $C_i$ is associated with an integer $r_i$, where $0 \leq r_i \leq |C_i|$. Let $R = \{(C_i, r_i) : C_i \in \mathcal{C}(G)\}$. We assume that a strong elimination ordering $v_1, v_2, \ldots, v_n$ is given. Note that a maximal clique of $G$ is equal to some $N_i[v_i]$, but an $N_i[v_i]$ is not necessarily a maximal clique. For simplicity, we may assume that $N_i[v_i]$ is associated with a number $r_i = 0$ when it is not a maximal clique. It is not hard to see that $D$ is an $R$-clique-transversal set of $G$ if and only if $|N_i[v_i] \cap D| \geq r_i$ for all $1 \leq i \leq n$. 
The algorithm is a greedy one. Initially, \( D = V \) is an \( R \)-clique transversal set of \( G \). It processes the vertices in the order \( v_1, v_2, \ldots, v_n \). At iteration \( i \), \( v_i \) is removed from \( D \) if \( |N_j[v_j] \cap D| > r_j \) for all vertices \( v_j \in S_i \), where

\[
S_i = \{ v_j \in N[v_i] : j \leq i \}.
\]

Note that the new \( D \) is still an \( R \)-clique transversal set of \( G \). At the completion of the algorithm, \( D \) is a minimum \( R \)-clique-transversal set of \( G \).

**Algorithm GCT.** Solve the generalized clique-transversal problem on strongly chordal graphs.

*Input.* A strongly chordal graph \( G \) with a strong elimination ordering \( v_1, v_2, \ldots, v_n \).

Each maximal clique \( C_i = N[v_i] \) is associated with an integer \( r_i \) with \( 0 \leq r_i \leq |C_i| \) and each nonmaximal clique \( N[v_i] \) is associated with \( r_i = 0 \).

*Output.* A minimum \( R \)-clique-transversal \( D \) of \( G \).

*Method.*

\[
D := V;
\]

for \( i = 1 \) to \( n \) do

- if \( |N_j[v_j] \cap D| > r_j \) for every vertex \( v_j \) in \( S_i \)
  - then \( D := D - \{ v_i \} \);

end for.

**Theorem 1.** Algorithm GCT solves the generalized clique-transversal problem on strongly chordal graphs in \( O(m + n) \) time.

**Proof.** Let \( D^* \) denote the final \( D \) when the algorithm stops. We shall prove that \( D^* \) is a minimum \( R \)-clique-transversal set of \( G \). Since \( |N_j[v_j] \cap D| \geq r_j \) for all \( 1 \leq j \leq n \) at any iteration, \( D^* \) is an \( R \)-clique-transversal set of \( G \).

Choose a minimum \( R \)-clique-transversal set \( M \) such that \( |M \cap D^*| \) is maximum. We claim that \( D^* = M \). Suppose \( D^* \neq M \). Then \( D^* - M \neq \emptyset \), for otherwise the \( R \)-clique-transversal set \( D^* \) is a proper subset of \( M \), which contradicts the minimality of \( M \). Choose a vertex \( v_p \in D^* - M \). Suppose \( M - D^* = \emptyset \), i.e., \( M \) is a subset of \( D^* \). At iteration \( p \), for all \( v_j \in S_p \),

\[
|N_j[v_j] \cap D| \geq |N_j[v_j] \cap (M \cup \{ v_p \})| \geq |N_j[v_j] \cap M| + 1 > r_j.
\]

Then \( v_p \) must be removed from \( D \) at iteration \( p \), a contradiction. Therefore, \( M - D^* \neq \emptyset \). Let \( h \) be the smallest index such that \( v_h \in M - D^* \) and

\[
Q = \{ v_j : |N_j[v_j] \cap (M - \{ v_h \})| < r_j \}.
\]

By the assumption that \( M \) is a minimum \( R \)-clique-transversal set, \( Q \neq \emptyset \). It is also the case that \( Q \subseteq S_h \subseteq N[v_h] \). Since \( |N_j[v_j] \cap D^*| \geq r_j \), by the definition of \( Q \), \( N_j[v_j] \cap (D^* - M) \neq \emptyset \) for all vertices \( v_j \) of \( Q \). Let \( s \) be the smallest index such that \( v_s \in Q \) and \( t \) be the smallest index such that \( v_t \in N_s[v_s] \cap (D^* - M) \). By the minimality of \( s \) and the fact that \( Q \subseteq N[v_h], Q \subseteq N_s[v_s] \).
For the case where \( t < h \), by the minimality of \( h \) and the algorithm, at the beginning of iteration \( t \), \( M \cup \{v_t\} \subseteq D \) and so \( |N_j[v_j] \cap D| > |N_j[v_j] \cap (M \cup \{v_t\})| > r_j \) for all vertices \( v_j \) of \( S_t \). Therefore \( v_t \) must be removed from \( D \) by the algorithm; this contradicts the assumption that \( v_t \in D^* \).

For the case where \( t \geq h \), we have \( s \leq h \leq t \). By the definition of a strong elimination ordering, \( N_j[v_h] \subseteq N_j[v_t] \). Thus, \( Q \subseteq N_j[v_h] \subseteq N_j[v_t] \). Let \( M' = (M - \{v_h\}) \cup \{v_t\} \). If \( v_j \notin Q \), then \( |N_j[v_j] \cap M'| \geq |N_j[v_j] \cap (M - \{v_h\})| \geq r_j \) by the definition of \( Q \). If \( v_j \in Q \), then \( j \leq h \leq t \), \( v_j, v_t \in E \), and \( |N_j[v_j] \cap M'| \geq |N_j[v_j] \cap M| - 1 + 1 > r_j \). Thus, \( M' \) is a minimum \( R \)-clique-transversal set of \( G \) with \( |M' \cap D^*| > |M \cap D^*| \), a contradiction to the maximality of \( (M \cap D^*) \). So, \( D^* = M \) is a minimum \( R \)-clique-transversal set of \( G \).

To implement the algorithm efficiently, we associate each vertex \( v_j \) with a variable \( d(v_j) \), which is equal to \( |N_j[v_j] \cap D| \). So we can check the condition \( |N_j[v_j] \cap D| > r_j \) in a constant time. Initially, \( d(v_j) = |N_j[v_j] \cap D| \) for \( 1 < j < n \). If \( v_i \) is removed from \( D \) at iteration \( i \), then \( d(v_j) \) is decreased by \( 1 \) for all vertices \( v_j \) in \( S_t \). Altogether, iteration \( i \) costs \( O(d_i) \) time, where \( d_i \) is the degree of \( v_i \) in \( G \). Hence the running time of the algorithm is \( O(\sum_{i=1}^{n}(d_i + 1)) = O(m + n) \). \( \square \)

**Corollary 2.** The clique-transversal problem, the \( C_{i,1} \) problem, and the maximum \( q \)-colorable subgraph problem can be solved in \( O(m + n) \) time on strongly chordal graphs.

To solve the problems in the above corollary by Algorithm GCT, we first need to identify all maximal cliques of \( G \). Although this can be done in a linear time, we shall attempt to avoid this. Note that the algorithm in \([5]\) for the clique-transversal problem on a strongly chordal graph \( G \) is able to avoid finding all maximal cliques. The algorithm chooses \( N_j[v_i] \) in a special way to guarantee that the final output does get maximal cliques. For the \( C_{i,1} \) problem, and so the \( q \)-colorable subgraph problem, the following modification of Algorithm GCT serves this purpose.

**Algorithm Cil.** Solve the \( C_{i,1} \) problem on strongly chordal graphs.

**Input.** A strongly chordal graph \( G \) with a strong elimination ordering \( v_1, v_2, \ldots, v_n \).

**Output.** A minimum \( i,1 \) clique cover \( D \) of \( G \).

**Method.**

\[
\begin{align*}
D & := \emptyset; \\
& \text{for } k = 1 \text{ to } n \text{ do } s_k := 0; \\
& \text{for } j = 1 \text{ to } n \text{ do } \\
& \quad \text{if } s_k < i - 1 \text{ for every vertex } v_k \text{ in } S_j \\
& \quad \hspace{1em} \text{then } s_k := s_k + 1 \text{ for every vertex } v_k \text{ in } S_j \\
& \quad \hspace{1em} \text{else } D := D \cup \{v_j\}; \\
& \quad \text{end for.}
\end{align*}
\]

Note that at any iteration \( j \), every \( s_k \) is simply the number of processed vertices in \( N_k[v_k] - D \). The algorithm always keeps this value less than \( i \) to ensure that \( D \) remains an \( i,1 \) clique cover. The correctness of Algorithm Cil can be verified by either a
similar argument as in Theorem 1 or a transformation as follows. Note that

\[ D \text{ is an } i,1 \text{ clique of } G \]
\[ \iff |N_k[v_k] - D| \leq i - 1 \text{ for } 1 \leq k \leq n \]
\[ \iff |N_k[v_k] \cap D| \geq |N_k[v_k]| - i + 1 \text{ for } 1 \leq k \leq n \]
\[ \iff |N_k[v_k] \cap D| \geq \max\{|N_k[v_k]| - i + 1, 0\} \text{ for all } N_k[v_k] \in \mathcal{F}(G). \]

So the condition in the "if" statement of Algorithm Ci1 is the same as that in Algorithm GCT. We can also modify the algorithm to get one for the maximum \( q \)-colorable subgraph problem, which is equivalent to the \( C_{q+1,1} \) problem.

4. Algorithm on \( k \)-trees with bounded \( k \)

This section establishes a linear time algorithm for the generalized clique-transversal problem on \( k \)-trees when \( k \) is bounded. Suppose \( G = (V,E) \) is a \( k \)-tree in which each maximal clique \( C_i \) is associated with an integer \( r_i \), where \( 0 \leq r_i \leq |C_i| \). Let \( T \) be a clique tree of \( G \), which is considered to be a rooted tree. For any maximal clique \( C \) of \( G \), let \( G(C) \) be the subgraph induced by \( V(C) \), which is the union of all maximal cliques in the subtree of \( T \) rooted at \( C \).

The algorithm will calculate a minimum \( R \)-clique-transversal set of \( G \) by dynamic programming on \( T \). For each maximal clique \( C \) and each subset \( S \) of \( C \), let \( CT_R(G(C), S) \) be a minimum sized \( R \)-clique-transversal set of \( G(C) \) that contains \( S \). In the following lemma, for any two sets \( X \) and \( Y \), \( \min \{X, Y\} \) is equal to \( X \) if \( |X| \leq |Y| \) and \( Y \) otherwise.

**Lemma 3.** Suppose \( C_i \) is a maximal clique of \( G \), whose children in \( T \) are \( C_{i_1}, C_{i_2}, \ldots, C_{i_s} \). For any subset \( S \) of \( C_i \),

\[
CT_R(G(C_i), S) = \begin{cases} \min\{X, Y\} & \text{if } |S| \geq r_i, \\ Y & \text{otherwise,} \end{cases}
\]

where

\[
X = S \cup \bigcup_{j=1}^{s} CT_R(G(C_{i_j}), S \cap C_{i_j}),
\]
\[
Y = \min\{CT_R(G(C_i), S \cup \{x\}) : x \in C_i - S\}.
\]

**Proof.** Let \( D^* \) be the set at the right hand side of the above formula. It is clear that if \( |S| \geq r_i \), then \( X = S \cup \bigcup_{j=1}^{s} CT_R(G(C_{i_j}), S \cap C_{i_j}) \) is an \( R \)-clique-transversal set of \( G(C_i) \) that contains \( S \). For any \( x \in C_i - S \), it is also the case that \( CT_R(G(C_i), S \cup \{x\}) \) is an \( R \)-clique-transversal set of \( G(C_i) \) that contains \( S \). So \( D^* \) is an \( R \)-clique-transversal set of \( G(C_i) \) that contains \( S \).

On the other hand, suppose \( D \) is a minimum \( R \)-clique-transversal set of \( G(C_i) \) that contains \( S \). If \( D \cap C_i \) contains some vertex \( x \in C_i - S \), then \( D \) is an \( R \)-clique-transversal
set of $G(C_i)$ that contains $S \cup \{x\}$. In this case,

$$|D| \geq |\text{CTR}(G(C_i), S \cup \{x\})| \geq |Y| \geq |D^*|.$$ 

If $D \cap C_i = S$, then $|S| \geq r_i$ and each $D \cap V(C_i)$ is an $R$-clique-transversal set of $G(C_i)$ that contains $S \cap C_i$ for $1 \leq j \leq s$. In this case,

$$|D| = |S| + \sum_{j=1}^{s} (|D \cap V(C_i)| - |C_i \cap S|) \geq |S| + \sum_{j=1}^{s} (|\text{CTR}(G(C_i), S \cap C_i)| - |C_i \cap S|)$$

$$= |S| + \sum_{j=1}^{s} |\text{CTR}(G(C_i), S \cap C_i)| - |C_i \cap S| \geq |S \cup \bigcup_{j=1}^{s} \text{CTR}(G(C_i), S \cap C_i)| = |X| \geq |D^*|.$$

Therefore, $D^*$ is a minimum $R$-clique-transversal set of $G(C_i)$ that contains $S$. $\square$

The above lemma allows us to find a minimum $R$-clique-transversal set of a $k$-tree $G$ recursively from the leaves to the root of $T$. For the case where $C_i$ is a leaf, $s = 0$. When the solutions for all children of a maximal clique $C_i$ are found, we compute $\text{CTR}(G(C_i), S)$ for all $S \subseteq C_i$ in nonincreasing order of $|S|$ so that in calculating $\text{CTR}(G(C_i), S)$ we may assume that $\text{CTR}(G(C_i), S')$ is known for all $S'$ with $|S'| > |S|$. Note that the algorithm is exponential in $k$, but linear when $k$ is bounded.

**Theorem 4.** The generalized clique-transversal problem can be solved in linear time for $k$-trees with fixed $k$.

**Corollary 5.** The clique-transversal problem, the $C_{i,1}$ problem, and the maximum $q$-colorable subgraph problem can be solved in linear time for $k$-trees with fixed $k$.

Note that precisely the same argument also solves the above problems in linear time on chordal graphs with bounded clique sizes.

5. NP-complete results

This section establishes NP-complete results on $k$-tree (with unbounded $k$) and undirected path graphs. Besides clique-transversal, we also deal with two related concepts: domination and neighborhood-covering.

The concept of domination provides a natural model for many location problems in operations research. In a graph $G = (V, E)$, a vertex $u$ is said to dominate a vertex $v$ if $u \in N[v]$. A dominating set of $G$ is a subset $D$ of $V$ such that every vertex in $V$ is dominated by some vertex in $D$. The domination number $\gamma(G)$ of $G$ is the minimum
size of a dominating set of $G$. A $k$-independent set is a vertex subset of $V$ such that the distance between any two distinct vertices is greater than $k$. 1-independence is the normal independence. The $k$-independence number $\alpha_k(G)$ of $G$ is the maximum size of a $k$-independent set of $G$. 2-independence is a natural dual of domination. We also have a weak duality inequality: for any graph $G$,

$$\alpha_2(G) \leq \gamma(G).$$  

Domination has been studied extensively by many authors during the past two decades (see [25]).

The concept of neighborhood-covering was first introduced by Sampathkumar and Neeralagi [34] and then studied by [5,27,30]. This is a vertex-edge variation of the domination problem. A vertex is said to dominate an edge if it dominates both end vertices of the edge. A neighborhood-covering set is a subset $D$ of $V$ such that every edge or vertex of $G$ is dominated by some vertex in $D$. (This definition is slightly different from that in [5,30] where isolated vertices are not required to be dominated by $D$.) The neighborhood-covering number $\rho_N(G)$ is the minimum size of a neighborhood-covering set of $G$. A neighborhood-independent set is a set of edges and isolated vertices, which are viewed as edges with two identical end vertices, such that no two distinct edges in the set are dominated by a same vertex in $V$. The neighborhood-independence number $\alpha_N(G)$ is the maximum size of a neighborhood-independent set of $G$. For any graph $G$,

$$\alpha_N(G) \leq \rho_N(G).$$  

It is NP-complete to determine $\alpha_N(G)$ and $\rho_N(G)$ for split graphs $G$ [5]. There are linear algorithms for finding $\alpha_N(G)$ and $\rho_N(G)$ of an interval graph $G$ [30] and a strongly chordal graph $G$ [5]. These problems have been generalized to $k$ distance version in [27].

Besides the weak duality inequalities (2) – (4), these six parameters are related by the following inequalities: for any graph $G$,

$$\gamma(G) \leq \rho_N(G) \leq \tau_C(G) \quad \text{and} \quad \alpha_2(G) \leq \alpha_N(G) \leq \alpha_C(G).$$  

The first inequality follows from the fact that a neighborhood-covering set is a dominating set. The second inequality follows from the fact that a clique-transversal set is a neighborhood-covering set, since each edge or vertex is contained in a maximal clique. The third inequality follows from the fact that replacing each nonisolated vertex of a 2-independent set by an edge incident to it results in a neighborhood-independent set. The last inequality follows from the fact that replacing each edge or vertex of a neighborhood-independent set by a maximal clique containing it yields a clique-independent set. As a by-product of the linear time algorithms [5] for determining $\rho_N(G)$, $\tau_C(G)$, $\alpha_N(G)$, and $\alpha_C(G)$ of a strongly chordal graph $G$, these four parameters are equal for a strongly chordal graph.
The inequalities in (5) can be strict even for chordal graphs. Fig. 1 shows an example of such a chordal graph:

$$\gamma(G) = 7, \quad D^* = \{3, 5, 8, 11, 14, 17, 19\};$$
$$\rho_N(G) = 8, \quad D^* = \{3, 5, 8, 10, 12, 14, 17, 19\};$$
$$\tau_C(G) = 9, \quad D^* = \{3, 5, 7, 9, 11, 13, 16, 17, 19\};$$
$$\alpha_2(G) = 7, \quad S^* = \{1, 2, 8, 11, 14, 20, 21\};$$
$$\alpha_N(G) = 8, \quad S^* = \{\{1,3\}, \{2,5\}, \{6,7\}, \{9,10\}, \{12,13\}, \{15,16\}, \{17,20\}, \{19,21\}\};$$
$$\alpha_C(G) = 9, \quad S^* = \{\{1,3\}, \{2,5\}, \{4,6,7\}, \{8,9\}, \{10,11\}, \{13,14\}, \{15,16,18\}, \{17,20\}, \{19,21\}\}.$$  

However, for some subclasses of chordal graphs, the inequalities in (5) can be all equalities. This fact plays an important role in the reductions between NP-complete problems. We shall consider the following subclasses of chordal graphs: split graphs, $k$-trees with unbounded $k$, and undirected path graphs.

The following construction of $G_1$ is from [5] and [8] for proving NP-complete results on split graphs. It provides a standard model for our proofs of NP-complete results in $k$-tree (with unbounded $k$) and undirected path graphs.

For any hypergraph $H = (V, E)$, construct the graph $G_1 = (V_1, E_1)$ with $V_1 = V \cup E$ such that $V$ is a clique in $G_1$, $E$ is an independent set in $G_1$, and $v \in V$ is adjacent to $e \in E$ in $G_1$ if and only if $v \in e$.

The basic idea for the NP-complete results in [5] is that for any hypergraph $H$,

$$\tau(H) = \gamma(G_1) = \rho_N(G_1) = \tau_C(G_1),$$
$$m(H) = \alpha_2(G_1) = \alpha_N(G_1) = \alpha_C(G_1);$$

and by [8],

$$\tau(H) \leq k \quad \text{if and only if} \quad C_{k+1,1}(\overline{G_1}) \leq |E| - k.$$  

On the other hand, it is NP-complete to determine $\tau(H)$ of a 2-uniform hypergraph $H$, which is known as the “vertex cover” or the “hitting set” problem (see [15]). It is also NP-complete to determine $m(H)$ of a 3-partite 3-uniform hypergraph $H$, which is called the “three-dimensional matching” problem (see [15]). Hence we have the following results.
Theorem 6 ([5]). It is NP-complete to determine $\gamma(G)$, $\rho_N(G)$, and $\tau_C(G)$ (resp. $\alpha_2(G)$, $\alpha_N(G)$, and $\alpha_C(G)$) of a split graph $G$ with only degree-2 (resp. degree-3) vertices in the independent set.

Theorem 7 ([8]). The $C_{1,1}$ (and hence the maximum $q$-colorable subgraph) problem is NP-complete on split graphs.

A similar idea was used in [9] to prove the NP-completeness of the domination problem on $k$-trees with unbounded $k$. Extending the argument, we have Theorem 8.

Theorem 8. It is NP-complete to determine $\gamma(G)$, $\rho_N(G)$, $\tau_C(G)$, $\alpha_2(G)$, $\alpha_N(G)$, and $\alpha_C(G)$ of a $k$-tree $G$ with unbounded $k$.

Proof. For a hypergraph $H = (V,E)$, we construct an $n$-tree $G_2 = (V_2, E_2)$ as follows. For each edge $e$ of $H$, order the vertices of $H$ into $v_{e,1}, v_{e,2}, \ldots, v_{e,n}$ such that $e = \{v_{e,n+1-|e|}, v_{e,n-|e|}, \ldots, v_{e,n}\}$. Now define the graph $G_2 = (V_2, E_2)$ as

$$V_2 = V \cup \{e^{(i)} : e \in E \text{ and } 1 \leq i \leq n + 1 - |e|\},$$

$$E_2 = \{uv : u \neq v \text{ in } V\} \cup \{e^{(i)}e^{(j)} : e \in E \text{ and } 1 \leq j < i \leq n + 1 - |e|\} \cup \{e^{(i)}v_{e,j} : e \in E, 1 \leq i \leq n + 1 - |e|, \text{ and } i < j \leq n\}.$$

It is clear that $G_2$ is an $n$-tree. Fig. 2 shows an example of $G_2$, where $H$ is a 2-uniform hypergraph of four vertices. Note that $e^{(n+1-|e|)}$ in $G_2$ plays the same role as $e$ in $G_1$. $G_2$ is in fact $G_1$ with more $e^{(i)}$ added to make it an $n$-tree. The theorem follows from the following claim.

Claim. For any hypergraph $H$, $\tau(H) = \gamma(G_2) = \rho_N(G_2) = \tau_C(G_2)$ and $m(H) = \alpha_2(G_2) = \alpha_N(G_2) = \alpha_C(G_2)$.

Proof. Suppose $D$ is a minimum dominating set of $G_2$. For each $v \in V$, $e \in E$ with $v \in e$, $1 \leq i \leq n + 1 - |e|$, replace each $e^{(i)} \in D$ by $v_{e,n}$ since $v_{e,n}$ dominates the vertices adjacent to $e^{(i)}$, thus we may assume that $D \subseteq V$. For any $e \in E$, since $D$ is a dominating set of $G_2$, $e^{(n+1-|e|)}$ is adjacent to some $v_{e,j} \in D$ with $n + 1 - |e| \leq j \leq n$; i.e., $e$ meets $D$ at $v_{e,j}$ in $H$. Then $D$ is a transversal set of $H$. Thus $\tau(H) \leq \gamma(G_2)$. On the other hand,

$$C(e,i) = \{e^{(j)} : 1 \leq j \leq i\} \cup \{v_{e,j} : i < j \leq n\},$$

$e \in E$ and $1 \leq i \leq n + 1 - |e|$, are precisely all maximal cliques of $G_2$. Suppose $D$ is a minimum transversal set of $H$. For any maximal $C(e,i)$ of $G_2$, there exists $v_{e,j} \in e \cap D$ for some $n + 1 - |e| \leq j \leq n$. Since $i \leq n + 1 - |e|$, $i \leq j \leq n$ and then $v_{e,j} \in C(e,i)$. Thus $D$ is a clique-transversal set of $G_2$. This gives $\tau_C(G_2) \leq \tau(H)$. These two inequalities and (5) together imply the first part of the claim.

For any matching $M$ of $H$, $\{e^{(n+1-|e|)} : e \in M\}$ is clearly a 2-independent set of $G_2$ with the same size as $M$. So $m(H) \leq \alpha_2(G_2)$. On the other hand, suppose $\mathcal{P}$ is a
maximum clique-independent set of $G_2$. We may assume that $\mathcal{P}$ contains only maximal cliques of the type $C(e, n + 1 - |e|)$ with $e \in E$. $\{e \in E : C(e, n + 1 - |e|) \in \mathcal{P}\}$ is then a matching of $H$ with the same size as $\mathcal{P}$. Hence, $\alpha_{c}(G_2) \leq m(H)$. These two inequalities together with (5) imply the second part of the claim. \qed

Note that all maximal cliques of $G_2$ are of size $n + 1$. So the clique-transversal problem is the same as the $C_{n+1,1}$ problem in $G_2$.

Corollary 9. The generalized clique-transversal problem, the $C_{i,1}$ problem with non-fixed $i$, and the maximum $q$-colorable subgraph problem with non-fixed $q$ are NP-complete on $k$-trees with unbounded $k$.

[4] proved that the domination problem is NP-complete on undirected path graphs by reducing the three-dimensional matching (3DM) problem to it. Extending the argument, we have the following theorem.

Theorem 10. The clique-transversal problem and the neighborhood covering problem are NP-complete on undirected path graphs.

Proof. Consider an instance of the 3DM problem, in which there are three disjoint sets $W$, $X$, and $Y$, each of cardinality $q$, and a subset $M$ of $W \times X \times Y$ having cardinality $p$, say,

$$M = \{m_i = (w_r, x_s, y_t) : w_r \in W, x_s \in X, y_t \in Y, 1 \leq i \leq p\}.$$ 

The problem is to find a subset $M'$ of $M$ having cardinality exactly $q$ such that each $w_r \in W$, $x_s \in X$, and $y_t \in Y$ occurs precisely once in a triple of $M'$. 

Fig. 2. A 2-uniform hypergraph $H$ of four vertices and its $G_2$. 

Consider the 3-partite 3-uniform hypergraph \( H = (W \cup X \cup Y, M) \). Note that \( m(H) \leq q \). The 3DM problem is equivalent to asking if \( m(H) = q \).

Given an instance of the 3DM problem, or, equivalently, the corresponding hypergraph \( H \), we construct a clique tree having \( 6p + 3q + 1 \) cliques from which we obtain an undirected path graph \( G_3 \). The maximal cliques of the tree are explained below.

For each triple \( m_i \in M \) there are six cliques whose vertices depend only upon the triple itself and not upon the elements within the triple: \( \{A_i, B_i, C_i, D_i\} \), \( \{A_i, B_i, D_i, F_i\} \), \( \{C_i, D_i, G_i\} \), \( \{A_i, B_i, E_i\} \), \( \{A_i, E_i, H_i\} \), \( \{B_i, E_i, I_i\} \) for \( 1 \leq i \leq p \). These six cliques form the subtree corresponding to \( m_i \), which is illustrated in Fig. 3. Next, there is a clique for each element of \( W, X, \) and \( Y \) that depends upon the triples of \( M \) to which each respective element belongs:

\[
\begin{align*}
\{R_r\} & \cup \{A_i : w_r \in m_i\} & & \text{all } w_r \in W, \\
\{S_s\} & \cup \{B_i : x_s \in m_i\} & & \text{all } x_s \in X, \\
\{T_t\} & \cup \{C_i : y_t \in m_i\} & & \text{all } y_t \in Y.
\end{align*}
\]

Finally, there is one large clique, the root of the clique tree, which contains \( \{A_i, B_i, C_i : 1 \leq i \leq p\} \). The arrangement of these cliques is shown in Fig. 3. Note that \( G_3 \) has \( 9p + 3q \) vertices: \( A_i, B_i, C_i, D_i, E_i, F_i, G_i, H_i, I_i \) (\( 1 \leq i \leq p \)), \( R_r \) (\( 1 \leq r \leq q \)), \( S_s \) (\( 1 \leq s \leq q \)), \( T_t \) (\( 1 \leq t \leq q \)). The undirected path corresponding to a vertex \( v \) of \( G_3 \) consists of those cliques containing \( v \) in the clique tree. The theorem follows from the following claim.

**Claim.** For the 3-partite 3-uniform hypergraph \( H \) corresponding to the 3DM problem, \( m(H) = q \) if and only if \( \gamma(G_3) = \rho_N(G_3) = \tau_C(G_3) = 2p + q \).

**Proof.** Suppose \( D \) is a minimum dominating set of \( G_3 \). Observe that for any \( i \), the only way to dominate the subtree corresponding to \( m_i \) with two vertices is to choose
$D_i$ and $E_i$, and that any larger dominating set might just as well consist of $A_i$, $B_i$, and $C_i$, since none of the other possible vertices dominate any vertex outside of the subtree. Consequently, $D$ consists of $A_i$, $B_i$, and $C_i$ for $t$ $m_i$'s, and $D_i$ and $E_i$ for $p-t$ other $m_i$'s, and at least $\max\{3(q-t),0\}$ $R_r$, $S_s$, $T_t$. Then

$$|D|\geq 3t + 2(p-t) + \max\{3(q-t),0\} \geq 2p + q + \max\{2(q-t),t-q\} \geq 2p + q.$$ This together with (5) gives $2p + q \leq \gamma(G_3) \leq \rho_N(G_3) \leq \tau_C(G_3)$.

For the case of $\gamma(G_3) = \rho_N(G_3) = \tau_C(G_3) = 2p + q$, the above minimum dominating set $D$ has $t = q$ and consists of precisely $A_i$, $B_i$, and $C_i$ for $q$ $m_i$'s, and $D_i$ and $E_i$ for $p-q$ other $m_i$'s. Since all $R_r$, $S_s$, $T_t$ are dominated by $D$, the $q$ triples $m_i$ for which $A_i$, $B_i$, and $C_i$ are in $D$ form a matching of size $q$. So $m(H) = q$.

Conversely, suppose $H$ has a maximum matching $M'$ of size $q$. Let

$$D = \{A_i, B_i, C_i : m_i \in M'\} \cup \{D_i, E_i : m_i \in M - M'\}.$$ Then $|D| = 3q + 2(p-q) = 2p + q$. It is straightforward to check that $D$ is a clique-transversal set of $G_3$. So $\tau_C(G_3) \leq 2p + q$ and then $\gamma(G_3) = \rho_N(G_3) = \tau_C(G_3) = 2p + q$.  

In the above construction of the clique tree, if we add to each clique some vertices that appear only in it so that each clique is of size $i$, then we have the following result.

**Theorem 11.** The $C_{i,1}$ problem (and hence the maximum $q$-colorable subgraph problem) is NP-complete on undirected path graphs if $i (q)$ is part of the input.

**Acknowledgements**

The authors are grateful to the three anonymous referees for many constructive suggestions.

**References**


