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Abstract—As network-based technologies become omnipresent, intrusion detection and prevention for these systems become increasingly important. This paper proposed a modified mutual information-based feature selection algorithm (MMIFS) for intrusion detection on the KDD Cup 99 dataset. The C4.5 classification method was used with this feature selection method. In comparison with dynamic mutual information feature selection algorithm (DMIFS), we can see that most performance aspects are improved. Furthermore, this paper shows the relationship between performance, efficiency and the number of features selected.
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I. INTRODUCTION

As network-based technology and applications develop rapidly, the threat of attackers, computer viruses and criminal enterprises has grown accordingly. So defence for computer security is necessary which is composed by intrusion detection, anti-virus software, firewalls, data encryption authentication and so on. In complex classification domains, features may contain false correlations and it is very difficult for learning algorithms to classify them. Moreover, some features may be irrelevant and others may be redundant because the information they have is contained by the other features. These extra features can increase computation time. That is the reason why these classification domains are suitable for applying feature selection methods [1].

There are three main models dealing with feature selection: wrapper methods, filter methods and embedded methods. Wrapper methods optimize a classifier as part of the selection process and choose those features with high prediction performance induced by specified learning algorithms [2]. Filter methods are independent of learning algorithms and they mainly identify a feature subset from the original space on the basis of given evaluation criterions. In the embedded model, feature selection is integrated into the process of training for given methods. Mutual information-based feature selection method was first proposed by Battiti in 1994 [3]. It was modified by Huawen Liu in 2009 and by Fatemeh in 2011 [4,5]. This paper proposes a modified mutual information feature selection method based on Battiti’s work and compares the resulting performance with Huawen’s work. After we calculate the selected features, we use the C4.5 classification methods to evaluate the performance. C4.5 is an algorithm used to generate a decision tree developed by Ross Quinlan, and is an extension of Quinlan's earlier ID3 algorithm [6]. The decision trees generated by C4.5 can be used for classification, and for this reason, C4.5 is often referred to as a statistical classifier. C4.5 uses the concept of information gain to make a tree of classificatory decisions with respect to a previously chosen target classification.

The rest of the paper is organized as follows. Section 2 introduces the KDD Cup 99 dataset and reviews the mutual information and the necessary of feature selection. Section 3 gives an overview of the proposed algorithm. Section 4 shows the results of employing the algorithm, and compares the results with the methods proposed by Huawen Liu. Computation time comparisons are showed in this part as well. Section 5 describes the conclusion and discusses potential future work.

II. BACKGROUND

In this section, some concepts about mutual information are given and some feature selection results are presented. The KDD99 dataset is also introduced.

A. KDD99 Dataset

The KDD Cup 99 dataset, originally developed by the DARPA 98 IDS evaluation program, has been the most widely used data set for the evaluation of anomaly detection methods. The whole DARPA dataset has almost 5 million input instances and each record represents a TCP/IP connection that is composed of 41 features. And the test dataset has about 2 million connection records. The dataset used in this work is a smaller subset, called 10 percent dataset, which contains 494021 instances and it was already used as the training dataset. For the test
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dataset, we used the original KDD Cup 99 dataset containing 311029 patterns [7].

A connection is a TCP data packet sequence from start to end in a certain time and data from source IP address to destination IP address in predefined protocol such as TCP or UDP. Each connection is labeled as either normal or attack. The attack type is divided into four categories of 39 types of attacks. The training and test dataset percentages for the four attack categories are shown in Table 1. Only 22 types of attacks are in the training dataset, and the other 17 unknown types only occur in the test dataset [8]. It is important to note that the test data is not from the same probability distribution as the training data, and it includes specific attack types not in the training data which make the task more realistic.

The KDD Cup 99 data can be considered as a binary case or a multiple class case. The binary case regards all attack types as anomaly patterns and the other class is a normal pattern. A multiple case class deals with the classification based on different attacks. In our work, we consider the KDD Cup 99 dataset as a binary case, we call the two patterns normal and anomaly data [9].

### B. Mutual Information

Information theory was initially developed to measure the size of the amount of information in communicating data. And in this theory, entropy is an important measurement for information. It is capable of quantifying the uncertainty of random variables and scaling the amount of information shared by them effectively. In this paper, we only deal with finite random variables with discrete values [10].

Let X be a random variables with discrete values, its entropy is defined as

$$H(X) = -\sum_{x \in X} p(x) \log p(x)$$  \hspace{1cm} (1)

where $H(\cdot)$ is entropy, and $p(x)=Pr(X=x)$ is the probability density function of X. Note that entropy depends on the probability distribution of the random variable.

Conditional entropy refers to the uncertainty reduction of one variable when the other is known. Assume that variable Y is given, the conditional entropy $H(X|Y)$ of X with respect to Y is

$$H(X|Y) = -\sum_{x \in X} \sum_{y \in Y} p(x,y) \log p(x|y)$$  \hspace{1cm} (2)

where $p(x,y)$ is the joint probability density function and $p(x|y)$ is the posterior probabilities of X given Y.

Similarly, the joint entropy $H(X,Y)$ of X and Y is

$$H(X,Y) = H(X) + H(Y | X) = H(Y) + H(X | Y)$$

$$= -\sum_{x \in X} \sum_{y \in Y} p(x,y) \log p(x,y)$$

To quantify how much information is shared by two variables X and Y, a concept termed mutual information $I(X;Y)$ is defined as

$$I(X;Y) = H(Y) - H(Y | X)$$

$$= -\sum_{x \in X} \sum_{y \in Y} p(x,y) \log \frac{p(x,y)}{p(x)p(y)}$$

If X and Y are closely related with each other, $I(X;Y)$ will be very high. Otherwise, $I(X;Y)=0$ denotes that these two variables are totally unrelated. The mutual information could be applied for evaluating any arbitrary dependency between random variables. In this paper, we calculate the mutual information between two variables and measure the mutual dependence between them [11].

### C. Feature Selection

Feature selection is the process of selecting a subset of relevant features for use in model construction. The central assumption when using a feature selection technique is that the data contains many redundant or irrelevant features. Redundant features are those which provide no more information than the currently selected features, and irrelevant features provide no useful information in any context [12,13]. In KDD99 dataset, some features may be irrelevant and others may be redundant since the information they add is contained in other features. These extra features can increase computation time for creating classifications, and can have an impact on the accuracy of the classifier built. For this reason, these classification domains seem to be suitable for the application of feature selection methods [14,15]. These methods are centered in obtaining a subset of features that adequately describe the problem at hand without degrading performance.

To verify that there are irrelevant and redundant features, we used the original KDD Cup 99 dataset containing 311029 patterns [7].

A connection is a TCP data packet sequence from start to end in a certain time and data from source IP address to destination IP address in predefined protocol such as TCP or UDP. Each connection is labeled as either normal or attack. The attack type is divided into four categories of 39 types of attacks. The training and test dataset percentages for the four attack categories are shown in Table 1. Only 22 types of attacks are in the training dataset, and the other 17 unknown types only occur in the test dataset [8]. It is important to note that the test data is not from the same probability distribution as the training data, and it includes specific attack types not in the training data which make the task more realistic.

The KDD Cup 99 data can be considered as a binary case or a multiple class case. The binary case regards all attack types as anomaly patterns and the other class is a normal pattern. A multiple case class deals with the classification based on different attacks. In our work, we consider the KDD Cup 99 dataset as a binary case, we call the two patterns normal and anomaly data [9].

<table>
<thead>
<tr>
<th>Categories</th>
<th>10% Training dataset (%)</th>
<th>Test dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>19.69</td>
<td>19.48</td>
</tr>
<tr>
<td>Dos</td>
<td>79.24</td>
<td>73.90</td>
</tr>
<tr>
<td>Probe</td>
<td>0.83</td>
<td>2.34</td>
</tr>
<tr>
<td>R2L</td>
<td>0.23</td>
<td>5.21</td>
</tr>
<tr>
<td>U2R</td>
<td>0.01</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Figure 1. Precision comparison chart between all features and selected features.
features in KDD Cup 99 dataset. Correlation based Feature Selection (CFS) is used to select 8 features by Weka. Two performance measures (precision and F-measure) were calculated which will specifically be discussed in section 4 and we used four classification methods to calculate the two performances. Figure 1 shows the precision comparison between 41 features and 8 features by normal and anomaly types respectively. Similarity, figure 2 describes the other performance F-measure comparison chart between all features and selected features. 

The two figures show for each classification method, that the two performances are quite close. For J48 and PART methods, the performances even get better. It could be ranked the features by mutual information from Figure 3. But we could not select the features according to this way. Take the feature 5, 12 and 23 as an example, let C represent class label and mutual information between the three features and C are I(f5; C)= 0.6424, I(f12; C)= 0.3810, I(f23; C)= 0.6179. In descending order, the three is sorted as {f5, f23, f12}. But after f5 is selected, we should delete the correct instances induced by f5. Battiti proposed an evaluate function considering the mutual information between features, which is showed by formula (5). And the method called mutual information-based feature selection (MIFS). In this case, the mutual information between f5 and f23 is I(f5, f23)=1.4720 and the mutual information between f5 and f12 is I(f5, f12)=0.5436. According to Battiti’s evaluate function, f12 will be selected, rather than f23. In 2009, Huawen Liu proposed a dynamic mutual information method called DMIFS. And DMIFS improved MIFS in respect to some performance.

\[ I(f_{i}; C) - \beta \sum_{f_{j}\in S \cap \{f_{i}\}} I(f_{i}, f_{j}) \]  \hspace{1cm} (5)

In formula (5), f_i represents each feature in a set and f_i denotes a selected feature in a selected feature set S. There is a parameter \( \beta \) and Battiti suggested it should be between 0.5 and 1. But in our study, we think the parameter should be related to mutual information between each feature and class label, rather than a fixed value. So we put forward an improved algorithm named MMIFS as follows. 

Input: A training dataset \( T=\{(F, C)\} \).

Output: Selected features S.

1. Initialize relative parameters: \( F←\text{‘initial set of all features’, } C←\text{‘class labels’, } S=\emptyset \).
2. For each feature \( f_i \in F \), compute the mutual information of the features with the class labels \( I(f_i; C) \). (3) Selection of the first feature: find the \( f_i \) that maximizes the \( I(f_i; C) \), then \( S=S \cup \{f_i\}, F=F\{f_i\} \). (4) Repeat until the desired number of features is selected: a. Computation of the mutual information between features: for all pair of features \( (f_i, f_j) \), where \( f_i \in F \) and \( f_i \in S \), compute \( I(f_i, f_j) \). b. Selection of the next feature: choose the feature \( f_i \) as the one that maximizes \( I(f_i; C) - \sum_{f_j \in S \cap \{f_i\}} I(f_i, f_j) \). (5) Output the set containing the selected features: S.

The most important improvement of MMIFS is weighting all pairs of features \( (f_i, f_j) \) by the mutual information \( I(f_i; C) \). This study indicates that weighting the pair \( (f_i, f_j) \) by \( I(f_i; C) \) is better than a fixed value.

IV. EXPERIMENTS AND RESULTS

A. Implemented System

C4.5 is used to classify the feature set that was selected by applying MMIFS. The classification is based on six measures: True Positive Rate (TPR), False Positive Rate (FPR), Precision, Total Accuracy, Recall, F-Measure. The six measures are calculated by True Positive (TP), False Positive (FP), True Negative (TN), False Negative (FN), as follows. True positive rate (TPR): TP/(TP+FN),
also known as detection rate (DR) or sensitivity or recall. False positive rate (FPR): FP/(TN+FP) also known as the false alarm rate. Precision (P): TP/(TP+FP) is defined as the proportion of the true positives against all the positive results. Total Accuracy (TA): (TP+TN)/(TP+TN+FP+FN) is the proportion of true results (both true positives and true negatives) in the population. Recall (R): TP/(TP+FN) is defined as percentage of positive labeled instances that were predicted as positive. F-measure: 2PR/(P+R) is the harmonic mean of precision and recall.

In our experiments, we need to determine the desired feature numbers which we expect to select in KDD Cup 99 dataset. Thus, we calculated total accuracy of different feature numbers which are obtained by MMIFS. The results are shown in figure 4.

We can see from the figure that we tested 13 features obtained by MMIFS. The total accuracy does not increase as the numbers rise. The reason is because there are many noisy and redundant features in the dataset. Although the total accuracy levels are very close in figure 4, considering the number of instances in the KDD 99 dataset, slice improvement will result in large instances correctly classified. The numbers between 2 and 13 could be used for comparison. But when we used DMIFS to get the features, we realised if the desired numbers are small, most of the features are the same as we got by MMIFS. Thus, we choose 10 features to compare the algorithms.

B. Results

In the following subsection, C4.5 is used to classify the dataset and compare the performance between DMIFS and MMIFS. The experiments were conducted a testing by using KDD 99 dataset and performed on a Windows machine having configuration and Intel (R) Core (TM) i5-2400 CPU@ 3.10GHz, 4GB of RAM, the operating system is Microsoft Windows 7 Professional. We have used an open source machine learning framework Weka 3.5.0. We have used this tool for performance comparison of our algorithm with other classification algorithms. Table 2 shows the specific comparison.

Table 2 shows that most of the performances are improved by MMIFS compared to DMIFS, such as precision and F-measure. The total accuracies for these three methods are 92.65%, 92.94% and 93.02 respectively.

Another advantage for applying feature selection methods on KDD 99 dataset is the saving in computation time. In C4.5 algorithm, we need to build a model from the KDD 99 training dataset first and then evaluate the model on the test dataset. Fig. 5 describes the time taken to build model comparison by the different feature numbers. The test model we used by C4.5 algorithm is 10-fold cross-validation and some computation time is spend for it. Fig. 6 illustrates the total time comparison by different feature numbers.

We can see from fig.5 and fig.6 that as the number of features increases, the calculation time increases significantly. It indicates that the computation time is greatly affected by the numbers of features.

V. CONCLUSION AND FUTURE WORK

This paper proposed a new feature selection method and the main improvement of this work is that it modifies the mutual information feature selection algorithm by
changing the weighting parameter. We tested this method on the KDD 99 dataset and compared the results with the DMIFS algorithm. The results show that most of the performance indicators are improved. Future work will evaluate the algorithm against other datasets which have less noise and less redundant features. The value of the weighting parameter may not be optimum, and so further study will attempt to find values of the parameter that produce the best results. Finally, we will try to compare the method based on correlation coefficient of features with the method based on mutual information.
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