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Abstract: Recently Liu et al. published a fast algorithm to solve the eigenvector problem arising in the quaternion-based method for the rotational superposition of molecular structures (J Comput Chem 2010, 31, 1561.). In this Comment, it is shown that the construction of the 4 × 4 matrix to be diagonalized—and not the diagonalization itself—represents the dominating part of the computational effort for the quaternion-based solution of the rotational superposition problem if molecules with more than about 100 atoms are considered.
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The optimal superposition of rigid molecular structures using quaternions for the representation of the rotation has been treated independently by many researchers in the past.1–7 A review can be found in ref. 8. The use of quaternions as angular variables leads to an elegant, numerically robust and efficient formulation of the superposition problem, in which the latter is reduced to diagonalizing a symmetric 4 × 4 matrix depending on the coordinates of the molecular structures to be superposed. Recently Liu et al. published a particularly rapid method to solve this eigenvector problem. The gain in execution speed must be put in relation to the CPU time needed for the construction of the matrix to be diagonalized. The computational effort for the calculation if this matrix grows, in fact, linearly with the number of atoms in the coordinate sets to be superposed. If we consider two coordinate sets {xα} and {yα}, which are both related to a common rotation center, the superposition problem reads

\[ m(q) = \sum_{u=1}^{N} w_u (D(q) \cdot x_u - y_u)^2 = \text{min}(q). \]  

(1)

Here \( \{w_u\} \) is a normalized set of weights for each atom pair \( \{x_u, y_u\} \), and \( D(q) \) is the rotation matrix expressed in the quaternion parameters \( q_0, q_1, q_2, q_3 \).

\[ D = \begin{pmatrix} q_0^2 + q_1^2 - q_2^2 - q_3^2 & 2(-q_0q_3 + q_1q_2) & 2(q_0q_2 - q_1q_3) \\ 2(q_0q_3 + q_1q_2) & q_0^2 + q_1^2 - q_2^2 - q_3^2 & 2(-q_0q_1 + q_2q_3) \\ 2(-q_0q_2 + q_1q_3) & 2(q_0q_1 + q_2q_3) & q_0^2 + q_1^2 - q_2^2 - q_3^2 \end{pmatrix}. \]

(2)

Using the normalization \( q_0^2 + q_1^2 + q_2^2 + q_3^2 = 1 \) as a side constraint, the minimization of the target function leads to the eigenvector problem (here the notation of ref. 7 is used)

\[ M \cdot q = \lambda q. \]

(3)

where \( M \) has the form

\[ M = \sum_u w_u \begin{pmatrix} (x_u - y_u)^2 & -2u_y^T \\ -2u_x & (x_u + y_u)^2 \end{pmatrix}. \]

(4)
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Table 1. Total CPU Time for the Superposition of Some Arbitrarily Chosen Structures from the PDB.

<table>
<thead>
<tr>
<th>PDB code</th>
<th>Name</th>
<th>No. of res.</th>
<th>No. of atoms</th>
<th>CPU time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1JXT</td>
<td>Crambin</td>
<td>46</td>
<td>787</td>
<td>0.0884</td>
</tr>
<tr>
<td>193L</td>
<td>Lysozyme</td>
<td>129</td>
<td>1012</td>
<td>0.1100</td>
</tr>
<tr>
<td>1ABE</td>
<td>l-Arabinose-binding protein</td>
<td>306</td>
<td>2316</td>
<td>0.2370</td>
</tr>
<tr>
<td>3BA0</td>
<td>Macrophage metalloelastase</td>
<td>365</td>
<td>2990</td>
<td>0.3030</td>
</tr>
<tr>
<td>1CTS</td>
<td>Citrate synthase</td>
<td>437</td>
<td>3444</td>
<td>0.3480</td>
</tr>
<tr>
<td>3JUX</td>
<td>Protein translocase subunit secA</td>
<td>813</td>
<td>6589</td>
<td>0.6550</td>
</tr>
</tbody>
</table>

The CPU time for the diagonalization of the matrix $M$ is $t_d = 1.08 \times 10^{-2}$ ms. More explanations are given in the text.

Table 1 gives the CPU time for the superposition of some molecular structures of different size taken from the Protein Data Bank (PDB)\(^9,10\) and Figure 1 displays these data together with a linear fit,

$$t(N) = \alpha + \beta N,$$

with $\alpha = 1.10 \times 10^{-2}$ ms and $\beta = 9.78 \times 10^{-5}$ ms. The intercept $\alpha$ corresponds precisely to the average CPU time for the diagonalization of $M$. The calculations have been performed with a Fortran program on an Apple Macintosh laptop computer with a 2.53 GHz Intel dual core processor, using the GNU Fortran 95 compiler\(^11\) and subroutine DSYEV from the LAPACK library\(^12\) for the diagonalization of $M$.

The results show clearly that there is no point in optimizing the diagonalization of $M$ if molecular structures with more than about 100 atoms are considered. For Crambin, one of the smallest proteins in the PDB, the ratio of the CPU times for preparing and diagonalizing $M$ is 8 and grows to 60 for the largest protein considered in this study (Protein translocase subunit secA, PDB code 3JUX).
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