Abstract: In this paper, human facial expressions are recognized based on the mouth feature using Susan edge detector [3,4]. Face part is segmented from the face image, in which mouth feature is separated and potential geometrical features are used for the determination of facial expression such as surprise, neutral, sad and happy. Experimentation is done on standard JAFFE database [8] images of different people and efficacy of the results are discussed.
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I. INTRODUCTION

Facial expression recognition involves three steps face detection, feature extraction and expression classification. Facial expression classification plays very important role in the study of human mood. Many researchers have done work in this research area yet efficient and robust facial expression system need to be developed. Facial expression recognition based on Local Binary Patterns features. Different classification techniques are examined on several databases [1]. Basic principle of Adaboost multi-expression classification algorithm and demonstrate the process of training and testing in detail. Because changes of facial expression mainly exist in eyes and mouth, we treat eyes and mouth as mutual independent elements, which improved the speed of training threshold value[10].

Method to identify the facial expressions of a user by processing images taken from a webcam. This is done by passing the image through 3 stages -face detection, feature extraction, and expression recognition[12]. The combination of SUSAN edge detector, edge projection analysis and facial geometry distance measure is best combination to locate and extract the facial feature for gray scale images in constrained environments and feed forward back-propagation neural network is used to recognize the facial expression[8]. To attain successful recognition performance, most current expression recognition approaches require some control over the imaging conditions because many real-world applications require operational flexibility. In particular, research into automatic expression recognition systems capable of adapting their knowledge periodically or continuously has not received much attention[5]. A system that performs these operations accurately and in real time would form a big step in achieving a human-like interaction between man and machine[11].

The most expressive way humans display emotions is through facial expressions. method for expression recognition based on global LDP features and local LDPv features with SVM decision-level fusion, which can retain the influence of global facial face and while highlight the local region with more contribution on expression changes[7]. Deriving an effective facial representation from original face images is a vital step for successful facial expression recognition. There are two common approaches to extract facial features: geometric feature-based methods and appearance-based methods [13]. Accuracy of facial expression recognition is mainly based on accurate extraction of facial feature components. Facial feature contains three types of information i.e texture, shape and combination of texture and shape information [14]. Face is represented based on statistical local features, local binary patterns(LBP) for person independent expression recognition.

LBP is used for texture analysis along with Support Vector Machine for low resolution and better performance[2]. One of the fundamental issues about the facial expression analysis is the representation of the visual information that an examined face might reveal [15]. For successful facial expression recognition, deriving an effective facial representation from original face images is a crucial step. There are two common approaches to extract facial features: geometric feature-based methods and appearance-based methods [4,9].

Multiple face region features are selected by Adaboost algorithm. Face is divided into sub regions by Adaboost based on multiple region Orthogonal component principle component analysis features like eyes, mouth and nose. The region combination were used as input to AdaBoost classifier, this at each stage chooses the best such combination before changing the weights for next iteration [6]. Susan operator is used to locate corners for different feature point to increase Accuracy[3].
In this paper an approach to the problem of facial feature extraction from a still frontal posed image is addressed and classification of facial expression is used for the analysis of emotion and mood of a person. Experiments are carried out on JAFFE facial expression database. Four basic expressions like surprise, neutral, sad and happy are considered. The rest of the paper is organized as follows. Section I gives brief introduction, Section II highlights on data collection, section III presents methodology followed, section IV gives experimental results and analysis, section V presents conclusion and future scope and last section gives references used.

II. DATA COLLECTION

In this work JAFFE (Japanese Female Facial Expression) Database developed by Kyushu University for Japanese women expression is used. The JAFFE database is made up 213 individual images of ten persons, and each person shows anger, disgust, fear, happiness, sadness, surprise and neutral. There are 2 - 4 images for every face expression, and images are all 256 × 256 grayscale images. The photos were taken at the Psychology Department in Kyushu University. Few samples are shown in Fig. 1

III. PROPOSED METHODOLOGY

Facial expression recognition is proposed in the block diagram as shown in the Fig.2.

Steps involved in the proposed system.

**Step1:** Preprocessing: In given input image, quality of image is enhanced by different filters such as median filter, average filter, wiener filter according to noise present in image, improving contrast of image by histogram equalization, adoptive equalization etc.

**Step 2: Mouth Detection:** Edge detector such as Sobel, canny, pewitt etc are applied on the image to detect edges on the given image and face boundary is located by using suitable threshold value. Further Facial feature Candidate are located by Geometrical method. It is assume that in most of faces the vertical distance between eyes and mouth are proportional to the horizontal distance between the two centres of eyes. In which we consider mouth area only.
Step 3: SUSAN operator to detect corner for different features: There are various edge detector available in DIP such as Sobel, Canny, Prewitt but they can only detect the edges. But SUSAN operator having advantages to locate corners of image in addition to edges. So to improve accuracy of feature point extraction SUSAN operator is applied on face area to detect far and near corner for two eyes and two corner for mouth area.

Step 4: Geometrical features such as area, height and width of the mouth features are extracted for the purpose of expression recognition.

Step 5: Facial expressions such as surprise, neutral, sad and happy are recognized based on the range of statistical values given for each expressions satisfying the condition.

The algorithm matches with the facial expression types stored in trained image and outputs the matched one for which various geometrical features such as area, height and width of mouth portion are calculated. Sample experimental results are shown in Fig 3 and statistical results are tabulated in Table I.
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**Table I** Sample results with height, width and area classifying the expression using average mouth area

<table>
<thead>
<tr>
<th>Expression</th>
<th>Mouth area range between</th>
<th>Width</th>
<th>Height</th>
</tr>
</thead>
<tbody>
<tr>
<td>normal</td>
<td>4102.591500 - 5014.278500</td>
<td>43.220000</td>
<td>5.620000</td>
</tr>
<tr>
<td>sad</td>
<td>3646.748000 - 4102.591500</td>
<td>43.220000</td>
<td>5.620000</td>
</tr>
<tr>
<td>happy</td>
<td>5014.278500 - 5470.122000</td>
<td>43.220000</td>
<td>5.620000</td>
</tr>
<tr>
<td>supraise</td>
<td>5470.122000 - 5925.965500</td>
<td>43.220000</td>
<td>5.620000</td>
</tr>
</tbody>
</table>

IV. EXPERIMENTAL RESULTS AND ANALYSIS

In this work, 25 images are selected from three persons from JAFFE database. Table II shows different experimental results between JAFFE database of the four different facial expressions (1 is happiness, 2 is neutral, 3 is sadness, 4 is surprise).

**Table II** The detection results of the method

<table>
<thead>
<tr>
<th>Database</th>
<th>Total sample number</th>
<th>Wrong detection number</th>
<th>Correct detection rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>JAFFE (Happy, Neutral, Sad, Surprise)</td>
<td>25</td>
<td>14</td>
<td>44%</td>
</tr>
</tbody>
</table>

V. CONCLUSION AND FUTURE SCOPE

In this paper an attempt is made to generate different expression of people by using mouth as a parameter using SUSAN operator. Proposed system is tested on JAFEE database for facial expressions of different peoples in different moods and obtained satisfactory results. In the future, other facial expressions are also recognized.
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