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Abstract

The analysis of deformable objects which have a high-degree of freedom has long been encouraged by numerous researchers because it can be applied to such diverse areas as medical engineering, video surveillance and monitoring, Human Computer Interaction, browsing of video databases, interactive gaming and other growing applications. Within the computerized environments, the systems are largely separated into marker based motion capture and markerless motion capture. In particular, markerless motion capture and analysis have also been heavily studied by numerous researchers using local features, color, shape, texture, and depth map from stereo vision, but it is still a challenging issue in the area of computer vision and computer graphics due to partial occlusion, clutter, dependency of camera viewpoints, high-dimensional state space and pose ambiguity within the target object.

In this thesis, we address the issue of the efficient markerless motion capture and representation methodology using skeletal features for the purpose of analysis and recognition of their motion patterns in video sequences. To localize the motion of the target object in a 2D image and 3D volume, we extract the skeletal features by analyzing its Normalized Gradient Vector Flow in the space of diffusion tensor fields since skeletal features are more robust and efficient than other features in recognizing and analyzing the deformable object. The skeletal features within the target object are automatically merged and split by measuring the dissimilarity of tensorial characteristics between neighbor pixels and voxels. The split skeletal features are used as features in human action recognition to understand human motion and target object detection and retrieval for Content based Image Retrieval.

This thesis provides the following contributions to the fields of computer vision and computer graphics:
(i) it introduces the notion of the features in the space of diffusion tensor fields and evaluates the successful analysis method of such features for motion interpre-
(ii) it presents a theory and an evaluation of the methods for automatic skeleton splitting and merging with respect to similarity measure between neighbor pixels in two dimension or voxels in three dimension and,
(iii) it presents and demonstrates our proposed principle methodologies for diverse applications such as human action recognition or sketch-based image retrieval.

With our system we can robustly handle several computer vision tasks to recognize and understand the motion of the target object without any prior information. In particular, the human action recognition using 3D reconstruction from multiple images and the skeleton splitting procedure is firstly proposed in this thesis and shown to be a useful and stable methodology. Furthermore, users can easily express their intention by sketching the characteristics of a target object and derive available related objects from a data base by using our proposed method.

**Indexwords:** Markerless Motion Capture, Diffusion Tensor Fields, Skeleton Extraction, Similarity measure, Human action recognition, Sketch-based image retrieval, Theses (academic).
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Preface

Motion capture and its analysis was carried out by artists, medical doctors, and photographers by the end of 19th century. Through the development of computer technology, this topic moved to researchers in computer vision and computer graphics for video surveillance, computer animation and the gaming industry. This thesis introduces skeletal feature based motion analysis without any prior model to be used for various deformable objects. In numerous markerless motion capture and analysis methods, various features like shape, color, texture, skeleton and depth map using stereo vision are proposed to understand the complex motion of deformable objects.

This thesis provides fundamentals which are related to markerless motion capture and diffusion tensor fields, and its applications such as human action recognition and sketch-based image retrieval for comfortable Human Computer Interaction. Skeletal features which are very familiar to human visual perception are very efficient in understanding the characteristics of target objects using few data memory. Chapter 1 introduces the history, issues, and motivation involving motion capture and analysis, and is followed by an in-depth Chapter 2 which discusses the most influential previous work related to markerless motion capture and its applications in the field of computer vision and computer graphics. Our approach for skeleton extraction and splitting in a 2D image or 3D volume data is explained in Chapters 3 and 4. We have applied our proposed basic principles for human action recognition and sketch-based image retrieval in Chapter 5.

In each chapter, we show that our proposed methods are very efficient to analyze the deformable object without any prior information of target objects. We discuss the comparative experiments undertaken by us and conclude with comments for each topic.
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Chapter 1

Introduction

Theory is...to demonstrate and explain the proportions of dexterity on the principles of proportion. Vitruvius. 1486:1.1.1

1.1 Overview

The initiation of motion analysis goes back a long way in the history of mankind. In ancient ages, people painted very detailed motion patterns of subjects when they were involved in some particular activities such as fishing, hunting or fighting with other tribes. In their numerous paintings, different disciplines are highlighted in various aspects of subjects according to their point of view or purpose. In particular, human motion analysis and understanding has gained great significance among numerous artists and medical doctors in order to know how our body parts are proportioned. This is because they need to model the human body perspective to efficiently use the human labor [207].

The well known painting by Italian polymath, painter, architect and writer, Leonardo da Vinci (1452–1519), 'Vitruvian Man', is one example to know the correlations of ideal human proportions with geometry. In his drawing, he depicted a male figure in two superimposed positions with his arms and legs apart and simultaneously inscribed in a circle and square. Figure 1.1 shows his study of the proportions of the human body as described by Vitruvius.

The concerns for motion analysis have been continued and analyzed by a collaboration of scientists, medical doctors and artists in recent years. Their motion capture and analysis has been extended from human motion to various subjects
CHAPTER 1. INTRODUCTION

Figure 1.1: The Vitruvian Man drawn by Leonardo da Vinci in 1492. This picture shows that Leonardo da Vinci tried to draw the variation of human motion according to its change.

like animals, medical cell and so on. Motion analysis using cameras was started by French astronomer Pierre Janssen (1824–1907). He recorded the transit of Venus across the sun using a multi-exposure camera which was invented by himself. By using his camera, the analysis of target objects was more reliable and more realistic in visualizing its characteristics. His work in turn greatly influenced chronophotographics and experiments of animals and humans using cameras. Eadweard J. Muybridge (1830–1904), an English photographer, also succeeded the works of Janssen by capturing the motion of human bodies or animals using multiple cameras and a device for projecting motion pictures that pre-dated the celluloid film strip that was still used. By 1878, Muybridge had successfully photographed a horse in fast motion using a series of twenty-four cameras. The cameras were arranged parallel to the track, with trip-wires attached to each camera shutter triggered by the horse’s hooves. As shown in Figure 1.2, Muybridge tried to understand the movement of a horse by using multi-exposure cameras. Muybridge’s motion studies, based on multiple images, were extended to walking downstairs, boxing, walking children and so on. They are often cited in the context of the beginning of biomechanics and they were certainly very influential in
1.1. OVERVIEW

Figure 1.2: The horse motion from experiments of Muybridge to analyze the motion of horse.

Muybridge’s experiments using multiple cameras are very efficient in analyzing deformable objects such as animals, humans walking downstairs or boxing.

the beginning of cinematography at the end of the 19th century.

Based on their innovative works for motion capture and analysis and also the rapid development of computers and digital cameras, this topic moved to the area of computer vision and computer graphics. The motion analysis and understanding of deformable objects in a computerized environment are today widely supported in such diverse areas as medicine [122, 159, 164] video surveillance and monitoring [158], computer animation [76], Human Computer Interaction in an augmented reality or virtual reality [55, 133, 217, 271] and sports scene analysis [102].

Motion capture or MoCap is used to describe the process of recording the movement of the target object and translating its motion onto a digital model. Hardware accelerated computers which contain an embedded Graphic Processing Unit (GPU) help parallel processing of the complex calculation of image sequences/3D
CHAPTER 1. INTRODUCTION

(a) Marker based motion capture and analysis (b) Markerless motion capture and analysis

Figure 1.3: Motion capture and analysis methods in a computerized environment.

volume data and high speed cameras have also contributed to real-time volume rendering and processing. Motion capture and analysis in a computerized environment can be separated into two categories namely marker based motion capture [40, 175, 200, 238, 257, 258] and markerless motion capture and analysis [32, 39, 77, 93, 149, 161, 204, 206] as shown in Figure 1.3. These methods provide a technique of how to visualize the realistic 3D model of the users from an arbitrary viewpoint. Figure 1.3-(a) is one example which is based on marker based motion capture and its motion analysis. It first extracts the position of markers using calibrated Infra Red (IR) cameras and connects the markers in order to efficiently visualize and analyze its motion. In Figure 1.3-(a) [258], the skeletal virtual model based on the markers’ position provides efficient information of motion change in real-time. Figure 1.3-(b) [204] shows one example of markerless motion capture and analysis from a human body reconstruction and its motion analysis using a skeletal model and fitting this model to a 3D reconstructed human model. In the next section, we will explain the details of marker based motion capture and markerless motion capture and compare the two approaches.
1.1. OVERVIEW

1.1.1 Motion Capture and analysis with Markers and without Markers

Conventional motion capture and analysis have two approaches. One is to attach many sensors to the important joints of a target object, the other is to analyze video sequences by using automatic feature detection, searching for correspondence between the features from multiple views and recovering the motion of the subject. The marker based motion capture and analysis using multiple sensors are already used for comprehensive applications in the analysis of user’s performance, medical diagnosis, surveillance and 3D model retrieval. Surveys on existing methods for MoCap can be found in Moeslund et al. [165] and Gavrilla [81]. There are well-known marker based tracking methods existing, e.g. provided by Motion Analysis, Vicon or Simi [1]. A tracking failure sometimes occurs because of intrinsic problems by using surface markers or incorrect tracking of markers. The users also required special lab environments and lighting conditions, but people do not feel comfortable with the markers attached to the body. This often leads to unnatural motion patterns. The marker based motion analysis is also designed to track the motion of markers themselves and thus it must be assumed that the recorded motion of the markers is identical to the motion of the underlying human segments. Since human segments are not truly rigid, this assumption may typically cause an error in the motion analysis of sporting activities. For these reasons, markerless motion capture and analysis is an important field of research. It requires knowledge in biomechanics, computer vision, and computer graphics to overcome the drawbacks of marker based motion capture and analysis [127, 167, 221, 222, 255, 256].

In the area of markerless motion capture and analysis, there is a model based approach and non-prior information based approach. Typically, researchers working in markerless motion capture and analysis in the area of computer vision prefer simplified models, e.g., based on a stick, ellipsoidal, cylindrical or skeleton model [77, 160, 165]. Simplified models for motion analysis provide fast visualization of the target object, but sometimes miss the important information within that target object. In computer graphics, advanced object modeling and texture mapping techniques for an object’s motions make it possible to visualize and render the target object without simple models, but the image processing and pose estimation techniques are more complex and require a lot of time. However, recently developed image based 3D reconstruction techniques [35, 60, 117, 132, 145, 157, 166, 216, 218, 245, 246] offer the exact shape representation of deformable object form multiple images in real-time.
1.2 Motivation

The interest in markerless motion capture and analysis is motivated by applications over a wide spectrum of topics such as segmenting the parts of the deformable objects [52], tracking the parts of the objects [31, 63, 66, 205], recovering the underlying 2D/3D body structures for the purpose of computer animation [36, 59, 83, 201, 202], pose reconstruction [3, 47, 87] and medical diagnostics [50]. Although many impressive results have been provided over the last few years, most motion capture and its analysis are very oriented towards their applications and the characteristics of target objects. Their motion capturing methods are based on simple and fast heuristics to increase the efficiency and robustness in a limited environment.

Computational theories in the field of computer vision address the area of motion analysis in a number of different approaches. One type of method attempts to estimate the spatial properties of the rigid body object from motion. For example, motion field [109], the projection of 3D motion of the points in the scene onto an image plane, allows for unique reconstruction and analysis of the 3D structure of rigid body objects. Besides rigid motion, there is a large class of non-rigid body objects including articulated motion, motion of elastic materials, fluids and gases in the world. The activities of the non-rigid body objects are classified into two categories: one is repeatable structure over time and the other is isolated simple motion without spatial and temporal repetition. The properties of the spatial-temporal information of non-rigid body objects are used as one of the important features in understanding the motion of target objects. However, its properties are also very dependent on the characteristics of the target object and do not directly adapt to other objects.

The challenge of using scientific visualization and modeling to understand the complex motion of the deformable object in the topological space of diffusion tensor fields is to decide which attributes of the features should be extracted, how these feature attributes will be visually abstracted into a comprehensible form which is very familiar to human visual perception, and where the extracted features should be applied. This thesis attempts to answer these questions by providing an efficient tool. Our proposed features will be familiar to human visual perception while reducing data memory and processing time. The previous understanding of non-rigid body has been considered in the areas of scalar or vector
fields rather than diffusion tensor fields, but the features in diffusion tensor fields provide much more information and characteristics to measure the similarity between neighboring pixels and voxels within appearance model. The presence of partial occlusion and clutter in the image or 3D volume data has always disturbed the accurate analysis of a target object in computer vision. It is required to extract features which are very robust against noise and partial occlusion in recognizing the motion of deformable object.

3D volume reconstruction and rendering have been a key issue in computer graphics. From numerous image-based 3D reconstruction methods, Image based visual hull(IBVH) [218] and voxel coloring [245] are representative reconstruction methods in this area, but accuracy in these methods is very dependent on the number of cameras and the size of environment.

1.3 Contribution

In this thesis, we will introduce markerless motion capture and its analysis by extracting its skeletal features in the topological area of diffusion tensor fields. The main contribution of this thesis can be classified as follows:

1. We extract the skeletal features by analyzing the Normalized Gradient Vector Flow in the space of diffusion tensor fields. The eigen-features which come from diffusion tensor fields are used to measure the dissimilarity between neighboring pixels or voxels to automatically merge and split the skeleton (Chapter 3 and Chapter 4).

2. We propose a photo-realistic 3D model reconstruction from multiple images and camera calibration data by tracking the 3D location of the target object (Chapter 4). By tracking its 3D location, we can efficiently reconstruct the 3D model in a large environment. Our proposed 3D reconstruction methodology is also implemented in a GPGPU environment for a real-time rendering. This proposed methodology is implemented in CUDA, whose technology comes from NVIDIA to render the reconstructed 3D object in real-time.

3. Our tensorial feature based motion analysis is applied to various areas in industry such as medical volume visualization and rendering (Chapter 4), sport scene analysis, sketch-based target object detection (Chapter 5) and re-
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4. Our proposed method is very effective in solving the problems of 2D image or 3D volume data in the presence of partial occlusion, clutter in the scene, high dimensional state space and pose ambiguity (Chapter 3 and Chapter 4).

Even though we have addressed the basic principles for markerless motion capture and analysis in the diffusion tensor fields, the possible applications of markerless motion capture in the diffusion tensor fields are growing rapidly and visualization of its data is an active area in computer vision and computer graphics.

1.4 Organization of the thesis

This dissertation presents a combination of methods that approach the task of markerless motion capture and its application, such as human action recognition and sketch-based object detection and retrieval in a varying and complementary way.

Chapter 2 presents a brief summary of related work on motion interpretation and its applications: the overview of skeleton extraction of deformable objects and its splitting that create an image or 3D volume data (Section 2.1), plus a comparison of shape based object recognition and skeleton based object recognition (Section 2.2) which shows why skeletal features are efficient in understanding the motion of deformable objects. Photo-realistic 3D reconstruction methodology from calibrated multiple images is also dealt with (Section 2.3). Various similarity measures to segment the unlabeled image or volume data are explained in Section 2.4, and we also briefly survey previous methods for human action recognition (Section 2.5) and content-based image retrieval (Section 2.6). Finally, we will explain the basic concept of diffusion tensor fields to be used for extracting the skeletal features and measuring the similarity within skeletons.

In addition, chapters 3 and 4 describe a theory which is used as a basis for analyzing the deformable objects by segmenting the 2D image or 3D volume data into several subregions which have similar characteristics. For automatic splitting of extracted skeletons within a deformable object, the eigen-features which come from diffusion tensor fields are employed (Section 3.2 and Section 4.2). In particular, in section 4.3, our proposed photo-realistic 3D reconstruction of target objects is introduced for real-time 3D volume data rendering. In both Chapters 3
1.5. SUMMARY

In this Chapter, we have introduced the brief history of motion analysis, motivation for the issue and organization of this thesis.

Interest in deformable objects goes back very far in human history. It has been motivated by curiosity, needs or methods at any given time. In particular, human motion analysis and understanding has gained significance among numerous researchers and artists with regard to knowing how our body parts functions and are proportioned.

Their efforts have been continued in the field of computer vision and computer graphics to be applied to medical engineering, video surveillance and monitoring, Human Computer Interaction and the browsing of video databases. In a computerized environment, marker based motion capture and markerless motion capture and analysis are widely used to record and analyze their motion interactively. With the development of computers and cameras, we can easily capture and reconstruct the non-rigid body due to a high-degree of freedom in real time. The research in markerless motion capture and its analysis from calibrated multiple images has become more focused in order to overcome the drawbacks of marker based motion capturing method.
We are motivated for motion capture to be used in diverse applications without depending on the properties of target objects. Previous motion analysis methods for non-rigid objects have been oriented in their applications and the properties of a target object by simplifying the models and requesting the heuristic parameters. In this dissertation, we will contribute the motion analysis methodology by extracting the skeleton from target objects and analyzing its motions since skeletal features are more robust in recognizing the motion of a target object than curve based approaches. So, skeletal feature based methods can reduce the processing time and memory in regarding motion and retrieve the related models in large databases.
Chapter 2

Related Work on 2D/3D Motion Interpretation

This thesis for markerless motion analysis of deformable object is closely related to several areas in computer vision and computer graphics including 2D/3D skeleton extraction from binarized foreground object and automatic skeleton splitting and segmentation, photo-realistic 3D reconstruction technique from multiple images.

In this chapter, we will survey the previous remarkable researches of motion capture and its analysis methodologies. The organization of this chapter is composed as follows.

In the first section, skeletal feature based motion capture and its analysis are explained in detail. The photo-realistic 3D reconstruction of target object which is required for 3D model’s motion analysis will be surveyed in Section 2.2. The skeletal feature splitting which is one of areas of image/volume segmentation is motivated by numerous related works in computer vision and machine learning area and we briefly introduce the previous work in this area in Section 2.4. In Section 2.5, we will apply our proposed methodology to the human action recognition and the sketch-based object detection and retrieval to show that it is very independent on the characteristics of target objects.

2.1 Skeleton Extraction of Deformable Objects

The skeleton which is a set of centers of circles [25] within a deformable object is one of the important areas in image processing and computer vision. The compact
one-dimensional skeletal information which is very familiar to human visual perception has been widely used for shape analysis and object recognition, character recognition, image analysis and biomedical images.

Skeletons have several different mathematical definitions in the technical literature, and there are many different algorithms for computing them. The skeletonization approaches can be classified into four types: thinning algorithm [27], discrete domain algorithms based on the Voronoi diagram [177], algorithms based on the distance transform [23], and algorithms based on mathematical morphology [148]. From extracted skeleton, various approaches to reduce the noisy branches like pruning methods are introduced by measuring the significance assigned to skeletal points or smoothing the boundary before extracting the skeleton. However, existing skeleton extraction algorithms are very weak because of their high computational complexity, noise sensitivity, centeredness inside the underlying complex shape, partial occlusion or artifacts in a singular region from the given shape. Most of previous methods are also based on vector fields which are generated from a given image by different physical properties. There are only few work to extract the features in the space of diffusion tensor fields from a topological point of view. In next section, we will compare the previous object recognition researches using skeleton and shape features.

2.1.1 Skeleton vs. Shape based Motion Analysis

The deformable object’s appearance representation methodologies using local features like SIFT, color, texture, shape, depth map from stereo image, and skeleton can have a significant impact on the effectiveness of motion analysis strategy. A successful recognition technique has to be robust to visual transformations like articulation and deformation of parts, viewpoint variation, occlusion and so on. Thus deformable object representation has to effectively capture the variations in the shape of the target object due to these transformations. In previous shape representation and analysis methodologies, the objects are represented as curves, point sets or feature sets, and skeletons. Sebastian et al. [212] compare two techniques for matching shapes, one is based on matching their outline curves and the second based on matching their skeletons. They proved that the skeleton based shape representation and analysis method was better than curve based representation methods [19]. As the applications of motion analysis, human action recognition from image sequences/volume data and sketch based image detection and retrieval provide numerous literature. The experimental results from Sebastian et al. [212] encourage me to complicate the drawbacks of previous works and over-
2.2 3D Reconstruction from Multiple Images

As the preprocessing of 3D model segmentation, the real-time 3D reconstruction from multiple images is one of the important issues in this dissertation. The topic of 3D scene reconstruction of deformable objects based on multiple images has been investigated during the last twenty years and produced numerous results in the area of computer graphics and computer vision. Especially, real-time 3D reconstruction of target objects within a GPU environment [52] has become one of the hot issues nowadays. The 3D reconstruction research starts early on from a stereo vision based reconstruction technique proposed by [152]. Okutomi et al. [179] extend the conventional two-view stereo reconstruction into a multiple camera environment. Kang et al. [112] develop a method of multi-view stereo reconstruction from images to overcome the large occlusions. These methods are designed to reconstruct depth maps from particular viewpoints. Hence, they are usually not suitable for a full 3D scene reconstruction. Image based visual hull reconstruction(IBVH) [218] is a real-time 3D scene reconstruction technique from multiple view images. The visual hull is one of the most robust ways of extracting geometry from photographic input by using a space carving technique. They first found the silhouette contours of a foreground object in the image and then each image region outside of the silhouette represents a region of space where the object cannot be. The carved volume was a conservative approximation to the actual geometry of the object. The algorithm does not need to solve a corresponding problem. Instead, it simply calculates the convex hull of silhouettes in all view images. While the visual hull method works robustly when cameras surround the object, a concave object cannot be reconstructed using the silhouette alone. This problem was solved by a voxel coloring method presented by Seitz et al. [245].

2.3 2D/3D model Segmentation and Splitting

Automatic splitting of skeletal features from deformable objects can be understand as segmentation of unlabeled 2D/3D deformable object into functional parts. A part decomposition not only provides semantic information about the underlying object, but also can be used to guide several types of image processing algorithms,
including skeleton extraction, modeling, morphing, shape based retrieval, and texture mapping. All these applications benefit from segmentations that match human intuition [74, 153, 182].

Segmentation is a classical problem in processing of images, video, audio, surface, and other types of multimedia data. Accordingly, a large number of methods have been proposed for both computing and evaluating segmentations. Over the last decade, many segmentation and splitting algorithms have been proposed, including ones based on K-means [232], graph cuts [84, 116], hierarchical clustering [154], primitive fitting [11], random walks [125], core extraction [115], tubular multi-scale analysis [168], critical point analysis [137], spectral clustering [142], and so on. However, most of these methods have been evaluated only by visual inspection of results, and rarely applied to other applications.

### 2.4 2D/3D Human Action Retrieval

Some of the recent work which is done in the area of 2D/3D human action recognition can be largely separated into four categories: structural methods [33, 62, 80, 203, 234, 236], appearance methods using motion templates [26, 94, 172], statistical appearance-based methods [65, 67, 107, 192], and event-based motion interpretation methods [72, 195, 208, 278].

The structural methods use parameterized models describing geometric configurations and relative motions of parts in the motion patterns. The structural motion analysis and recognition provides the explicit locations of parts which lead to advantages for application of HCI and motion animation [243], but this approach requires a large number of free parameters that have to be estimated. An appearance-based method using template features needs a lower degree of freedom than structural approach, but it relies on either spatial alignment, or spatial-temporal registration of image sequences prior to reconstruction. A statistical approach is proposed to overcome the difficulty of finding corresponding features between models and structure in test images of structural and appearance based methods. Event based human action recognition methods are suffered from the lack of information about the motion. Most of the above studies are based on computing local space-time gradient or other intensity based features and thus may be unreliable in the cases of low quality video, motion discontinuities and motion aliasing.
2.5 Sketch based Image Retrieval

Our methodology has been motivated by the concept of Content based Image Retrieval (CBIR), Sketch based Image Retrieval (SBIR) and second order symmetric tensor fields. In this section, we survey the previous work which significantly contributed to the innovation within this area.

Research about retrieval of images has been studied in several fields such as computer vision, computational geometry, CAD/CAM, and molecular biology. Several CBIR allows a user to search images for content in media databases. They are mainly based on the derivation and analysis of meaningful features and the measurement of dissimilarities between visual properties by specific distance functions. Many commercial and non-commercial CBIR such as QBIC [75], VIRAGE [88], AMORE [169], MIT Photobook [190], VisualSEEK and WebSEKK [237], NeTra [147], and WBIIS [262] have matured during last years. Several CBIR is focused on feature construction in order to reduce the sensory gap due to the partial occlusion and accidental distortion by using color, texture, and shape abstraction. Especially, color histogram analysis for image indexing [101], the appliance of Gabor filters [110] and wavelet transforms [262] for local shape extraction received significant attention for robust image retrieval.

As one of part of CBIR, SBIR is started from 2D image retrieval [41, 105, 155] to 3D model retrieval [79, 95] and editing [113, 284]. SBIR was developed to overcome the limitations of previously well-known approaches such as keyword or example query based image retrieval. Funkhouser et al. [79] introduced a web-based search engine that has query images based on 2D or 3D sketches using a spherical harmonics shape descriptor. Hou et al. [95] also presented 3D model retrieval using a view-based 3D shape descriptor. The obvious advantage of this method is its easy to use. However, the boundary contours of each target object from different view directions or the information on incomplete shapes are needed to be prepared during a preprocessing phase. Fourier descriptors and Zernike moments are used to match the sketched query image on retrieved images from a database [96, 280].
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Skeleton Extraction from 2D Image In the Space of Diffusion Tensor Fields

3.1 Introduction

The analysis of non-rigid body objects with a high-degree of freedom has always been a challenging topic in the area of computer graphics and computer vision because traditional motion capturing methods gained major popularity not only by its use in medical diagnosis but also mainly in the film and gaming industry advancing the state of the art in modeling and motion reconstruction for computer graphic generated avatars. Aiming at an in-depth analysis of motions in order to better understand the normal and pathological movements, different methods have been introduced for motion analysis ranging from kinematic and kinetic modeling to complex capturing methods based on multiple video sensors recording the positions of markers attached to the target object. Here complex installations based on a large number of video cameras lead to the precise motion mapping of real actors’ movements to their virtual counterparts. Nevertheless, despite the potential of marker based motion capture and analysis, major hurdles for the broad acceptance have been the high cost for their installations, the controlling the environments and the complexity of pre-processing phases for its use. Hence, systems and techniques for low cost installments, easy to use and marker-free capturing methods for accurately measuring the object movements would significantly extend the applicability of motion capturing. At
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the same time, marker-free motion capture and analysis imply a paradigm shift away from pure marker based capturing and the reconstruction of meaningful positions in the space. Whereas, marker based motion analysis provides the positions of markers attached to the target objects, marker-free motion capture and analysis rely on the deployment of an articulated model of the deformable objects. This articulated body models provide ’a priori’ positions of body segments enabling a proper association of poses as well as the identification of individual body segments which allow for the extraction of the kinematic information.

Within the markerless motion capture and its analysis [32, 38, 39, 77, 93, 149, 161, 204, 206], various features such as local features [128] like Scale Invariant Feature Tracking (SIFT) [146] or optical flow [191, 197], shape [37, 82, 176, 214, 275], texture [259], skeleton [143, 188, 215, 225, 233, 283] and depth information [196] or combination of features are used to analyze the motion of deformable objects. From numerous features, skeleton is one of the most familiar human perceptual features with little data. In particular, skeletal features are better than other shape features in object recognition and retrieval [20, 213].

The skeleton which is a set of centers of circles is one of the important areas in image processing and computer vision. A precise definition of the skeleton or medial axis (MA) in the continuum was given by Blum [25], who postulated the well-known prairie fire analogy. It is a compact one dimensional representation of the complex and deformable objects and also describes an object’s geometry and topology using little data. Meanwhile, it is used in many applications, including shape matching [225, 244], computer animation [141, 261] and object registration and visualization [14].

However, the existing skeleton extraction algorithms are still weak because of their high computational complexity, noise sensitivity, centeredness inside the underlying complex shape, partial occlusion or artifacts in a singular region of the given shape. Most previous methods are also based on vector fields which are generated from a given image by different physical properties. Few works have been investigated for extracting the features in the space of diffusion tensor fields from a topological point of view. In this chapter, we develop a skeleton extraction methodology by using a novel topological analysis of deformable target objects investigating the space of associated gradient vector flow fields.

In this chapter, we will present a skeletal feature extraction in the space of diffusion tensor fields. As we analyze the diffusion tensor fields of a Normalized Gradient Vector Flow within a given image, the proposed methodology has the following advantages comparing to other previous vector field based skeleton extraction techniques:
1. There is no need to determine the initial skeleton position in the image.

2. The computational complexity is very low because the skeletal features can represent the target object with one-dimensional data.

3. Our proposed methodology shows an improved skeleton extraction within a singular region of the shape over other existing methods. The normalized gradient vector flow reduces the effects of singularity problem to extract the skeletal features within a target object.

4. The algorithm is robust against the noise and partial occlusion, thus it is very robust to recognize and retrieve the images in database.

Figure 3.1 shows our skeleton extraction and splitting methodology which we will explain in this chapter. We first extract the normalized gradient vector flow from an appearance models which have the dense vector fields derived from images by minimizing an energy function in a variational framework in section 3.2. In Section 3.3, we extract the skeletal features by decomposing the normalized gradient vector flow in the space of diffusion tensor fields. The Section 3.4 provides the skeletal feature splitting methodology by measuring the dissimilarity between neighboring skeletal elements. The experimental results in Section 3.5 proves the robustness and efficiency of our proposed method by comparing to previous methods and ground truth of joint points.

3.2 Skeleton Extraction in Diffusion Tensor Fields

In this section, we explain the skeleton extraction methodology in the space of two dimensional second-order diffusion tensor fields. In the binarized image from the complex image, we first convert the binarized image to vertical and horizontal gradient vectors to extract the components of diffusion tensor fields. In section 3.2.1, we will introduce the basics of diffusion tensor fields, and then we will explain the detail of Normalized Gradient Vector Flow and its analysis in diffusion tensor fields to extract the skeleton within the target object in section 3.2.2.

3.2.1 Diffusion Tensor Fields

In medical applications, Diffusion Magnetic Resonance Imaging (MRI) is introduced as a powerful way to map white matter fibers in vivo images of bio-
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Figure 3.1: Total workflow of our proposed skeleton extraction and splitting methodology in diffusion tensor fields.

Our skeleton extraction and splitting procedure is composed of three categories: (1) Normalized gradient vector flow extraction from images of horizontal and vertical gradient image, (2) Skeleton extraction by calculating the degenerate points in the space of diffusion tensor fields, and (3) skeleton merging and splitting by measuring the similarity between neighbor skeletal pixels.

Logical tissues weighted with local microstructural characteristics of water diffusion [99, 121, 211, 248]. Diffusion MRI methods are separated into two large categories: one is the Diffusion Weighted Imaging (DWI) [99, 248] and the other is Diffusion Tensor Imaging (DTI) [99, 211]. The Diffusion Tensor Imaging technique takes advantage of the microscopic diffusion of water molecules, which is less restricted along the direction aligned with the internal structure than along its traverse direction. The measured ratio of water diffusion will differ depending on the direction from which an observer is looking. In DT imaging, each pixel/voxel has one or more pairs of parameters: a ratio of diffusion and a preferred direction of diffusion for which parameter is valid. The properties of each pixel/voxel can be calculated by vector, each obtained with a different orientation of the diffusion sensitizing gradients. Historically, Micahel Moseley [140] reported that water diffusion in white matter is varied dependent on the orientation of tracts relative to the orientation of the diffusion gradient applied by image scanner and described in tensor. Basser et al. [16] showed the classical ellipsoid tensor formulism could be deployed to analyze diffusion MR data. Figure 3.2 shows the ellipsoidal representation of an axial brain section with a rectangular Region of Interest (ROI) and diffusion ellipsoidal representation in the Region of Interest.

Mathematically, the diffusion tensor fields relies on the interpretations of the ge-
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Figure 3.2: Diffusion ellipsoidal representation of ROI of human brain image which is developed by Basser et al. [16].

For each diffusion ellipsoidal model, the degree of diffusion anisotropy is embodied in its shape, the bulk or average diffusivity is related to its size, and the local fiber tract direction is given by the direction of its longest semi-major axis.

3.2.2 Normalized Gradient Vector Flow of an image

Active snake model which was proposed by Kass et al. [114], has drawn a lot of attentions from researchers in computer vision and image processing. Due to its efficiency of converging to the desired features within a target object by simply defining an energy function, it has used to many applications, including edge detection [97], shape modeling [250], segmentation [130], and motion tracking [251].

Originally, the Gradient Vector Flow fields were proposed to solve the problems of initialization and poor convergence to the boundary within the concave objects yielding a traditional snake form [114]. The Gradient Vector Flow is a vector diffusion approach on Partial Differential Equations (PDEs). It converges towards the object boundary when it is very near to the boundary, but varies smoothly over homogeneous image regions extending to the image border. The main advantage of Gradient Vector Flow fields is to capture a snake from a long range and could force it into concave regions. Mathematically defined, the Gradient Vector Flow
is the vector field $v$ that minimizes the following energy functional,

$$
\varepsilon = \int \int \mu (u_x^2 + u_y^2 + v_x^2 + v_y^2) + \| \nabla f \|^2 \| v - \nabla f \|^2 dxdy,
$$

(3.1)

where $v = [u(x,y), v(x,y)]$, and the initial value of $v(x,y)$ is determined by $\nabla f(x,y)$. $\nabla f(x,y)$ is the gradient image derived from a given image. $\mu$ is a regularization parameter to be set on the basis of noise present in image. Minimizing this energy will force $v(x,y)$ nearly equal to the gradient of the edge map where $\| \nabla f(x,y) \|$ is large. This formula consists of two terms. The first term, the sum of the squares of the partial derivatives of the vector fields, makes the resulting vector flow vary smoothly. The second term stands for the difference between the vector flow and its initial status. Thus minimizing this energy will force nearly equal to the gradient of the edge map where $\| \nabla f \|$ is large. Nevertheless, the general Gradient Vector Flow method cannot efficiently extract the medial axis (MA) as a weak vector has very little impact on its neighbors that have much stronger magnitudes. Generally, there are several difficulties with this traditional Gradient Vector Flow functions. First, the initial assumption of the contour must be carefully chosen to be close to the true boundaries. This is because the snake moves partially in the direction of external force which is based on the image gradient. The second problem is that it is difficult for the snake to move into the boundary concavities if the external force is not large enough to push the snake into the boundary concavities. The third problem is how to select the initial snakes. A good guess of the initial snakes makes a great impact on the final segmentation. To overcome these problems, normalized gradient vector flow (NGVF) is proposed which normalized the vectors before applying to the diffusion equation which is shown in equation 3.1. A Normalized Gradient Vector Flow [277] can tremendously affect a strong vector, both in magnitude and in orientation by normalizing the vectors over the image domain during each diffusion iteration. Figure 3.3 shows the Normalized Gradient Vector field from a given image. The traditional Gradient Vector Flow has difficulty preventing the vectors on the boundary from being significantly influenced by the nearby boundaries and thus causes a problem such that the "snake" may move out of the boundary gap. The Normalized Gradient Vector Flow fields avoid this problem as shown in Figure 3.3-(b). In Figure 3.3-(b), we can see the detail of the Normalized Gradient Vector Flow in the vector around the boundary gap point.
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Figure 3.3: Extracting Normalized Gradient Vector Flow from input and gradient image.

(a) Input image (b) Normalized Gradient Vector Flow and its detail

3.2.3 Skeleton extraction in second order diffusion tensor field

In this section, we will explain the automatic skeleton extraction and refinement methodology by using a topological analysis of the Normalized Gradient Vector Flow fields. Generally, the vector and tensor fields are multivariate and they involve more than one piece of information at every point of space. Representing data in tensor fields have more information than vector fields. The diffusion tensor field, which is defined as a topological representation from a two dimensional, symmetric, second-order tensor field is shown as:

\[ T(\vec{x}) = \begin{pmatrix} T_{11}(x,y) & T_{12}(x,y) \\ T_{21}(x,y) & T_{22}(x,y) \end{pmatrix} \] (3.2)

\( T(\vec{x}) \) is fully equivalent to two orthogonal eigenvectors

\[ \vec{T}(\vec{x}) = \lambda_i(\vec{x})\vec{e}_i(\vec{x}), \] (3.3)

where \( i=1,2 \). \( \lambda_i(\vec{x}) \) are the eigenvalues of \( T(\vec{x}) \) and \( \vec{e}_i(\vec{x}) \) define the unit eigenvectors [55].

According to [183], we can build a topological analysis of the diffusion tensor fields from the concept of degenerated points, which play an important role of critical points in vector fields. Streamlines in vector fields never cross each other except at critical points. However, the hyperstreamlines in the diffusion tensor fields meet each other only at the degenerated points. Thus, the degenerated
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Figure 3.4: Degenerate point separation.

(a) Trisector if \( \delta < 0 \) (b) Wedge if \( \delta > 0 \)

The black lines show the silhouette of target object and blue lines present the degenerate points like trisector or wedge according to \( \delta \) value.

points are the basic singularities underlying the topology of tensor fields. Mathematically, those points are defined as the two eigenvalues of \( T(\vec{x}) \) which are equal to each other. The degenerated points in the diffusion tensor fields are the basic constituents of critical points in vector fields. There are various types of critical points - such as nodes, foci, centers, and saddle points - that correspond to different local patterns of the neighboring streamlines. Delmarcelle [61] has proven that the local classification of line fields or degenerate points can be determined by constraints.

From a degenerated point, \( x_0 \), the partial derivatives are evaluated according to

\[
\begin{align*}
    a &= \frac{1}{2} \frac{\partial (T_{11} - T_{22})}{\partial x} \\
    b &= \frac{1}{2} \frac{\partial (T_{11} - T_{22})}{\partial y} \\
    c &= \frac{\partial (T_{12})}{\partial x} \\
    d &= \frac{\partial (T_{12})}{\partial y}
\end{align*}
\]

(3.4)

An important quantity for the characterization of degenerated points is

\[ \delta = ad - bc. \]

(3.5)

So a simple point topologically should be classified into two types: trisector if \( \delta < 0 \), and wedge if \( \delta > 0 \). Within the target object, these points are assumed as
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Degenerate points which are categorized with trisector and wedge are different according to $\delta$ value. The local patterns of streamlines such as trisector and wedge are expressed with blue lines in Figure 3.4. Within the target objects which are separated in a binary image, we assume that the $\delta$ is always less than 0, and the degenerated point is trisector. Principally, the skeleton of deformable object is connection of degenerate points in the tensor topology. These trisector’s degenerate points in tensor fields play the topological role of saddle points in vector fields. The deflect adjacent trajectories in any one of their three hyperbolic sector toward topologically distinct regions of the domain.

Thinning the skeletal features within the target object and connecting the features by continuous degenerated points can be very efficiently done by using the fact that a point within the object which has not at least one background point as an immediate neighbor cannot be removed, since this would create a hole. Therefore, the only potentially removable points are at the border of the object. Once a border point is removed, only its neighbors may become removable. Figure 3.5 is the extracted skeleton within the target object using our proposed approach.
3.3 Automatic Skeleton Splitting using Diffusion Tensor Similarity Measure

After obtaining the skeleton of deformable objects, the skeleton is split into several branches by analyzing its tensorial characteristics. From extracted skeleton, we can separate the elements by using the following definition.

1. **branch point** is the pixel inside the skeleton that connects each branch.

2. **end point** is the pixel inside the skeleton with only one neighbor.

3. **joint point** is the pixel inside a branch that separate the neighbor.

End points can be interpreted as the polar points in the space of diffusion tensor fields and branch points can also be understood as the combination of various eigenvalues between neighboring pixels.
3.4. **EXPERIMENTS**

The skeletal elements in the target object can be decomposed as an ellipse model whose scale and rotation are determined by the extracted eigenvalues and eigenvectors.

Figure 3.6 shows how each skeletal element is represented by using its eigenvalues and eigenvectors. The characteristics of ellipse will be the features to separate the skeleton into several joints within a branch.

In a branch, we split the skeleton using the similarity measure between neighboring skeletal elements. For each pixel $I_i$ which is recognized as the skeleton, we measure the dissimilarity between neighboring skeletal elements and measure the dissimilarity using tensorial characteristics. Given two tensors $T_i$ and $T_j$ between neighboring pixels, there are some dissimilarity measures that might be used to compare with neighboring pixels. The tensor can be represented by an ellipsoid, where the lengths of medical axis are proportional to the square roots of the tensor eigenvalues $\lambda_1$ and $\lambda_2(\lambda_1 \geq \lambda_2)$ and their direction correspond to the respective normalized eigenvectors. With this properties, we can measure the dissimilarity between neighboring elements. The simplest one is the tensor dot product [7]:

$$d_1(T_i, T_j) = \sum_i \sum_j \lambda_i^1 \lambda_j^2 (e_i^1 \cdot e_j^2)^2$$

(3.6)

It uses not only the principal eigenvector direction, but the full tensor information. Another dissimilarity measure that uses the full tensor information is the Frobenius norm [7]:

$$d_2(T_i, T_j) = \sqrt{\text{Trace}((T_i - T_j)^2)}$$

(3.7)

The dissimilarity measure between two elements is the multiplication of $d_1$ and $d_2$. Joint points are determined by comparing the similarity measure between neighbor points. Joint points are decided when the direction of Normalized Gradient Vector Flow changes and scale of main and sub eigenvalue is over the threshold. In the Figure 3.7, we visualize the extracted skeleton using ellipsoid representation method. The end points are painted by red, branch points by green, and joint points by blue which are determined by tensorial dissimilarity measure.

3.4 **Experiments**

We conducted some experiments in order to extract the skeleton and split the kinematics of deformable objects using our proposed methodology. Before we
Figure 3.7: Skeleton extraction and splitting in tensor fields
In Figure 3.7 (d), end points are painted are by red, branch points are by green, and joint points by blue.
3.4. EXPERIMENTS

(a) Skeleton Extraction and Splitting from images

(b) Ellipsoid expression using tensorial elements

Figure 3.8: Extracted skeleton and splitting using our proposed method from images of public database using the characteristics of diffusion tensor fields.

generated the Normalized Gradient Vector Flow, several input images were converted to binary format due to performance and comparison issues with previous approaches. Afterwards, we calculated the eigenvectors and eigenvalues which were extracted from the diffusion tensor fields for identifying the degenerated points. Our experiments were composed of skeleton extraction within the well-known dataset, comparison with previous research to prove the advantages of our proposed method, and accuracy of splitting by measuring the Euclidean distance between our own method and ground truth.

3.4.1 Skeleton extraction and splitting in various image set

We first demonstrated the performance of our proposed skeleton extraction and splitting method in the public image dataset\(^1\) which include various objects. Figure 3.8-(a) shows the extracted skeleton of the binarized input images. Images of Figure 3.8-(b) are the tensorial characteristics of the skeletal features from the input image. The eigenvalues and eigenvectors provide the scale and rotation of the ellipse in the image. Based on these characteristics, we can successfully separate the skeletal features into several joints.

\(^1\)http://www.lems.brown.edu/vision/software
Figure 3.9: Skeleton extraction and its splitting from various deformable objects.
The experimental results of various deformable objects were shown in Figure 3.9. The segmented areas in each branch were painted by using different color. Our proposed methodology using Normalized Gradient Vector Flow and eigen-features from diffusion tensor fields did not require any prior information and restrictions to segment the target object, so our approach could be applied to various objects like animals, tools, and human body which have high-degree of freedom.

We also extracted the skeleton and split the skeleton from the images of HumanEva Dataset\textsuperscript{2}. HumanEva-I data which are shown in Figure 3.10 contain 7 calibrated video sequences (3 color and 4 gray) which are synchronized with 3D body poses obtained from a motion capture method. The HumanEva-I dataset also contain 4 subjects performing 6 common actions such as walking, jogging, boxing, etc. Figure 3.11 shows the split skeleton of the image from HumanEva dataset. The split areas within each branch is painted by different color. To binarize the image, we compute the background subtraction based on the statistic background information which they provided.

\textsuperscript{2}http://vision.cs.brown.edu/humaneva/
3.4.2 Comparison with previous methodology

We compared our proposed skeleton extraction with previous techniques such as skeleton pruning using contour partition [42], and morphological approach [150] in Figure 3.12. Our proposed skeleton extraction method could efficiently represent the characteristics of target object, but very robust in noise effect. We calculated the accuracy of the splitting of the skeleton.

3.4.3 Accuracy test between ground truth and our approach

We lastly conducted the experiments to measure the Euclidean distance between the ground truth and our proposed skeleton extraction and splitting points. To measure the distance, we first converted the color image into binarized image by using background subtraction. We ignored the branch whose size is less than 20 pixels. Figure 3.13-(b) is the ground truth of human body parts. From numerous split points, we compare the 11 points of human body parts.

Table 3.1 shows the Euclidean distance between the ground truth and extracted split points. The feature points 4 and 5 which are shown in Figure 3.13 have large Euclidean distance than other feature points because despite other features are within the target object and our skeletal features are very close to medial axis of target object, feature points in 4 and 5 are the end of the target object. The standard deviations of Euclidean distance between ground truth and extracted joint points tell us that our proposed method is very robust against various non-repeatable human actions.

3.5 Summary

From numerous representation methodologies to efficiently represent the deformable objects, skeleton is very familiar to human visual perception using one-dimensional data.

In this chapter, we have shown a novel method how we extracted and split the skeleton in the target objects by using the robust, accurate and computationally efficient technique in the topological space of diffusion tensor fields. We extracted the skeleton by using Normalized Gradient Vector Flow. The essential idea to extract the skeletal features was to connect the degenerated points using the eigenvectors and eigenvalues which come from the properties of diffusion tensor fields.
Figure 3.11: Skeleton extraction and splitting of human body parts. We extract the silhouette using background subtraction from the original images of HumanEva dataset.
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Figure 3.12: Comparison of our proposed skeleton extraction methodology with previous skeleton extraction such as morphological thinning and skeleton pruning with contour partitioning.

(a) Input image (b) Morphological thinning (c) Skeleton pruning (d) Our approach

(a) Input image (b) The ground truth of the split joints are painted by yellow.

(c) Segmentation of target object based on background subtraction. (d) Split skeleton with our own approach. The split joints are pointed by different color.

Figure 3.13: Error measurement between ground truth and measured split points.
We decomposed the extracted skeletal pixel into ellipsoidal model whose size and direction were determined by its eigen-features. From the extracted skeletal features within the appearance model, the skeleton was separated into several parts by extracting branch point, end points and joint points. In particular, the joint points were extracted by measuring the dissimilarity between neighboring skeletal pixels.

We have illustrated our approach on a variety of 2D deformable objects like animals and human body parts by comparing it to previous techniques. Lastly, we conducted the experiments to show the accuracy of our extracted end, branch, and joint points by comparing the ground truths of target object to our extracted features.

We will focus in particular on a 3D skeleton extraction from volume data in the view of motion analysis of deformable objects in next chapter 4. An additional similarity measure would help us to analyze the objects’ motion and retrieve related motion patterns from within a database. The skeletal feature extraction and splitting in the 3D volume data is the dimensional extension of Normalized Gradient Vector Flow fields, three-dimensional second order diffusion tensor fields, and photo-realistic 3D reconstruction procedures from this chapter.
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Chapter 4

Skeleton Extraction of 3D Reconstructed Deformable Objects from Multiple Images

4.1 Introduction

The acquisition and visualization of three-dimensional real world objects from a set of images are an important topic in computer graphics as well as computer vision. The main aim of 3D visualization which is used in the close range photogrammetry is the photo-realistic 3D reconstruction of real objects. Most techniques that have been developed during last two decades have focused on how to render the 3D shape of deformable objects in an arbitrary viewpoint using meshes or point-sets. Considering the techniques that recover the shape of target objects, classical approaches which are commonly used for motion analysis rely on the 3D scanners [8, 9, 220, 263, 265]: these sensors are quite expensive but simple to use and various softwares are available for modeling the 3D measurements. They work according to different techniques providing for millions of points, often with related color information. Other techniques try to recover the shape of object with image-based approaches [52, 112, 152, 179, 218, 245]. They can use camera calibration from multiple cameras, silhouette extraction and 3D reconstruction technique.

Even though there is a progress in motion capture and analysis using skeletal features within the 2D image [143, 188, 215, 225, 233, 283], there are still constraints in partial occlusion, clutter and dependency of camera viewpoint. Many research
activities in this area have focused on the problems of tracking the moving objects through an image sequence acquired with multiple cameras and often using predefined 3D models [4, 29, 30, 70, 98, 111, 163, 187]. However, little attention has been directed to the determination of 3D information of the target objects directly from image sequences. 3D structural analysis and visualization of deformable objects can be used to various areas because it can be used in many applications such as pose estimation [253], 3D model matching and retrieval [34] and computer animation [199]. However, 3D structural analysis from the 3D model is still lacking in terms of operating a large set of data. One of representative approaches for 3D shape visualization is a skeletal visualization [28, 48, 51, 92, 194, 247, 249, 282], which is familiar to human visual perception by reducing its volume data to a graph.

In this chapter, we develop a markerless skeleton extraction and its splitting methodology from 3D reconstructed object’s structural analysis in the space of associated Gradient Vector Flow fields. As we analyze the diffusion tensor fields of a normalized gradient vector flow, the proposed methodology has the following advantages comparing to previous vector fields based on skeleton extraction techniques and motion analysis methods:

1. There is no need to determine the priori information from 3D model. We do not require the prior model of the target objects to be applied to various non-rigid body objects which have high-degree of freedom such as humans and animals.

2. Our proposed methodology shows an improved skeleton extraction within a singular region of the target object over other existing methods. The eigen-features which come from three-dimensional second order diffusion tensor fields provide the efficient features for thinning the skeleton features within the deformable volume data.

3. Our proposed algorithm is robust against noise when the shape of 3D reconstructed model is very complex. So our proposed features are very efficient to object recognition and retrieval.

4. We can analyze the motion of deformable objects by segmenting the skeleton. Skeletal feature splitting procedure is computed by measuring the dissimilarity between neighboring voxels. The tensorial features are used for skeleton splitting and merging.
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Figure 4.1 shows our methodology which we will explain in detail further on. Our system is largely separated with 3D reconstruction from a set of input images (blue box), and skeleton extraction and splitting in a space of diffusion tensor fields (red box). In the area of 3D reconstruction from multiple images, we propose a new 3D reconstruction methodology by tracking the target objects. In the section of 3D skeleton extraction and segmentation, we decompose the 3D volume data into three dimensional ellipsoidal models whose properties come from diffusion tensor fields. We then extract and segment the skeletal features by measuring the similarity.

4.2 3D Reconstruction from multiple images

Real-time photo-realistic 3D reconstruction of target object from multiple cameras can be largely separated into three categories: camera calibration, silhouette extraction using background subtraction, and 3D reconstruction technique by tracking the 3D position of the target objects. In this section, we will follow the procedure of 3D reconstruction procedure in the hardware accelerated GPU environment for real-time rendering.

4.2.1 Multiple Camera calibration

In this section, we will discuss how to project the 3D rays onto image planes and how to lift the resulting 2D points back to 3D scene. Camera calibration for 3D reconstruction of target object is a necessary step in order to extract metric information from 2D images. These works have been done [73, 91, 254], starting in photogrammetry community, and recently in computer vision. Through camera calibration procedure, we find the camera’s intrinsic and extrinsic parameters that accurately predict the pixel coordinates of a point in 3D from the point’s world coordinate system. As input, we have a large number of points with 3D coordinates in the world and the pixel coordinate.

Our camera calibration procedure starts from the assumption that the camera model is pinhole camera. The point $C$ denotes the center of projection of the camera and $P$ denotes an inverse projection matrix that transforms homogenous image coordinates $x = [uv1]^T$ to rays in 3D where $u$ and $v$ are the pixel position in the image. The pair $[P|C]$ specifies the location of the camera in the 3D space. The following equation specifies how to compute a ray in 3D:
Figure 4.1: Total flowchart to extract the skeleton and splitting of 3D reconstructed object from multiple images. Our system is largely separated with 3D reconstruction form multiple images (blue box) and skeletal elements extraction and splitting in the space of tensor fields (red box).
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The following equation is used to obtain the point \( a \), the projection of the 3D point \( A \) onto the camera’s image plane specified by \([P|C]\):

\[
a = P^{-1}(A - C)
\]  

We could compute the ray projection by projecting two of its points onto the reference image and then determining the line through the points.

4.2.2 Target object segmentation using kernel density estimation based background subtraction

There exist many approaches to extract and segment the target objects with the lowest possible false alarm rate from static cameras. Background subtraction \([54,71,90,123,144,180,219,239,240,268]\) is a method typically used to detect the deformable objects in the scene by comparing each new frame to a model of the scene background. We use a non-parametric technique for background modeling and foreground extraction. Our approach is based on kernel density estimation of the probability density function of the intensity of each pixel within each image. Kernel density estimation based background modeling aims on capturing and storing recent information about the image sequence, continuously updating this information in order to capture fast changes in the scene background \([90]\).

The intensity distribution of a pixel can change quickly. So we can estimate the density function of this distribution at any moment of time given only very recent history information if we want to obtain a sensitive detection. Using the
recent pixel information, the probability density function of each pixel will have intensity value \( I(x, y) \) at time \( t \) and can be non-parametric estimated using the kernel, \( K \) as

\[
pdf(I_t) = \frac{1}{N} \sum_{i=1}^{N} K(I_t - I_i)
\]  

where \( N \) is the recent pixel information for comparing the current image’s pixel information. We choose our kernel estimation function to be a Gaussian kernel for color image. Figure 4.2 is the example for detecting the foreground object detection from static cameras by using kernel density estimation based background subtraction. This example images are captures from the HumanEva database.

### 4.2.3 Tracking based 3D reconstruction methodology

We follow a photo-realistic 3D reconstruction methodology from multiple images which have camera calibration data and silhouette extraction of the target objects. We use the background subtraction from the static cameras by applying kernel density estimation based background subtraction methodology. From numerous previous photo-realistic 3D reconstruction techniques from multiple images, Image Based Visual Hull [218] and voxel coloring [245] promised an efficient 3D reconstruction technique in real-time.

Nevertheless, the Image Based Visual Hull algorithm computes a 3D coarse shape reconstruction of a target object from its 2D projections from a few number of images because it is very dependent on the number of images used, on the position of each viewpoint considered, on the camera’s calibration quality and on the complexity of object’s shape. Voxel coloring which reconstructs the radiance or color at the surface points by projecting every voxel to each image plane. It takes much time to voxelize the whole 3D scene. Our proposed 3D reconstruction methodology continuously tracks the 3D boundary of target object and carves the voxel by checking the color consistency within the boundary of tracked target object. Our proposed methodology is very efficient and accurate compared to other previous methods in the case of 3D reconstruction from few cameras in a large environment.

We consider a 3D scene observed by \( n \) calibrated static cameras and we focus on the state of one voxel in the position \( V \) chosen among the positions of the 3D lattice used to discretize the 3D scene. We here model how knowledge about the
occupancy state of voxel $V$ influences image formation, assuming a static appearance model which is extracted from kernel density estimation based background subtraction.

Figure 4.3 shows the concept of configuration of 3D lattice by tracking the target object and its inverse projection in the 3D scene. We continuously track the center of gravity $g_1, g_2, ..., g_n$ of the appearance model in each image and calculate the $G$ points in the 3D scene which is earned by intersection of $n$ 3D lays. We extract the 3D lattice by combining the silhouette images of target object to be reconstructed with camera calibration information to set the visual rays in the 3D space for all silhouette points, which define a generalized cone within lays the same object. The 3D lattice in a whole scene is determined by its intersection of these cones. Within a 3D lattice, we use the photo-consistency measure to determine if a certain voxel $V$ belongs or not to the object being reconstructed.

Figure 4.4 visualizes the procedure for 3D target object reconstruction from multiple images by tracking the boundary. Figure 4.4-(a) is the input images from various viewpoints, Figure 4.4-(b) shows the 3D lattice which is constructed from intersection of multiple convex cone by tracking the 3D center of gravity of target object. We visualize the 3D reconstructed object within a 3D lattice. Within the 3D lattice, we carve the voxels by checking the color consistency between multiple images. Figure Figure 4.4-(b) also shows the reconstructed object in various viewpoint of the 3D reconstructed object.

### 4.3 3D Skeleton extraction in 3D diffusion tensor fields

Several techniques for 3D mesh model based skeleton extraction and analysis have been introduced in the area of computer graphics in order to separate a 3D volume into several joints which have similar characteristics. Skeletal splitting technique, one of fields of 3D model segmentation methodologies, can be divided into several classes according to the different classification schemes, Shamir [224] surveyed previous researches on the 3D segmentation of 3D volume data and classified the problems into two types of segmentation classes: as surface-type [12, 269] and part-type [134, 252, 281] segmentation. Surface-type based segmentation methods are based on the decomposition of geometric primitives such as planes, cylindrical patches and spherical parts. Part-type segmentation decomposes a 3D object into sub-meshes by segmenting a surface into connected components.
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(a) 3D object tracking in 3D scene

(b) Voxel carving in a tracked 3D lattice by checking the color consistency

Figure 4.3: 3D lattice configuration by tracking 3D boundary of target object and voxel carving using color consistency check within 3D lattice.
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(a) Input images which are captured from multiple viewpoints

(b) The 3D lattice and 3D reconstructed object within lattice and its view in different point of boxing, walking, and jogging.

Figure 4.4: Multiple images and its reconstructed object using our proposed methodology in different viewpoint.
In this section, we will explain how we extract the skeletal features from multiple images by using appearance model which is extracted from background subtraction, image based 3D reconstruction method and ellipsoidal decomposition of volume data.

4.3.1 NGVF fields from 3D reconstructed object

Originally, the Gradient Vector Flow (GVF) fields in 3D volume data were proposed to solve the problem of initialization and poor convergence to boundary concave objects yielding a traditional snake form. The Gradient Vector Flow which is a vector diffusion approach using Partial Diffusion Equations(PDEs) is a dimensional extension of 2D Gradient Vector Flow which already explained in last chapter 3. It converges towards the object boundary when very near to the boundary, but varies smoothly over homogeneous image regions extending to the image border. The main advantages of the Gradient Vector Flow fields is that it is able to capture a snake from a long range and could force it into concave regions. Mathematically defined, the Gradient Vector Flow fields are the vector fields $v$ that minimize the following energy functional,

$$E(v) = \int \int \mu |\nabla v|^2 + |\nabla f|^2 |v - \nabla f|^2 dx$$ (4.4)

where $x = (x, y, z)$, $\mu$ is a regularization parameter, and $f(x)$ is an edge map derived from the volume, $Vox$. For a binary volume, $f(x) = -Vox$. Minimizing this energy will force $f$ nearly equal to the gradient of the edge map where $||\nabla f||$ is large. Nevertheless, the general Gradient Vector Flow method cannot efficiently extract the medial axis as a weak vector has very little impact on its neighbors that have much stronger magnitudes. The Normalized Gradient Vector Flow fields can tremendously affect a strong vector, both in magnitude and in orientation by normalizing the vectors over the image domain during each diffusion iteration. The traditional Gradient Vector Flow fields have difficulty preventing the vectors on the boundary from being significantly influenced by the nearby boundaries and thus causes a problem such that the “snake” may move out of the boundary gap. The Normalized Gradient Vector Flow fields complement the weakness of the traditional Gradient Vector Flow fields.
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4.3.2 Ellipsoidal Decomposition of 3D Volume Data using Tensorial Features of 3D Model

Previous 3D skeleton extraction and splitting methodologies are mainly based on vector or scalar transformations because similarity measures within these spaces provide a familiar perception of the human eye. Nevertheless, tensorial maps contain and provide more information than scalar ones as to measure the similarity between neighbor regions.

Even though a diverse array of 3D surface representation methodologies are introduced, there is no single representation method which satisfies the needs of all problems in various applications. Among varieties of 3D surface representation methodologies, the mesh based model is popularly used to visualize the target object, but it is still a problem under the research of visualizing the complex objects such as human body model because it requests so much data. The 3D ellipsoidal representation of a 3D deformable object is very efficient and effective to visualize and recognize its characteristics using few parameters. In this section, we briefly explain the concept of three dimensional second-order symmetric tensor fields and their properties allowing us to extract the dedicated features from 3D volume data and to visualize its characteristics with superquadric model [15,43,56,129,189,226,227]. The topological analysis of 3D volume data provides a simple but powerful representation of complex deformable objects or natural phenomena.

A tensor is the mathematical definition of a geometric or physical quantity whose analytic description consists of an array of scalars. This means that a tensor is an abstract object expressing some definite type of multi-linear concept. Hence, the tensor field commonly defined as a topological representation of a 3D symmetric, second-order symmetric tensor field is presented [61] as:

\[
T = \begin{pmatrix}
T_{xx} & T_{xy} & T_{xz} \\
T_{yx} & T_{yy} & T_{yz} \\
T_{zx} & T_{zy} & T_{zz}
\end{pmatrix}
\] (4.5)

where \( T_{xy} = T_{yx}, T_{xz} = T_{zx}, T_{yz} = T_{zy} \) because the tensor is a symmetric positive definite matrix. This matrix can be reduced to its principal axes by solving the characteristic equation as:

\[
(T - \lambda \cdot I)e = 0
\] (4.6)

where \( I \) is the identity matrix, \( \lambda \) are the eigenvalues of the tensor and \( e \) are the normalized eigenvectors and the corresponding eigenvectors are orthogonal. In
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(a) 3D ellipsoidal representation of each voxel from extracted eigenvalues and eigenvectors. (b) The superquadric tensor visualization as the change of eigenvalues’ value from three dimensional second-order diffusion tensor fields.

Figure 4.5: Superquadric representation using the eigenvalues and eigenvectors from the properties of diffusion tensor fields. The scale and orientation of the superquadric model is determined by its eigenvalues and eigenvectors. The visualization and analysis using superquadric model of complex 3D model is very familiar with human visual perceptual system.

In this case, the tensor in each pixel can be represented by an ellipse, where the main axis lengths are proportional to the eigenvalues \( \lambda \) (\( \lambda_1 > \lambda_2 > \lambda_3 \)).

Figure 4.5 is a conceptual representation of the volume data how the superquadric models can be represented by extracted eigenvalues and eigenvectors from three dimensional second-order diffusion tensor fields. The ratio between eigenvalues determines the shape of the superquadrics, and its principal eigenvector direction defines the rotation of the superquadrics as shown in Figure 4.5-(b). Hence, we can visualize 3D volume data using an ellipsoidal representation based on the properties of the diffusion tensor field space. Figures 4.6-(a) and 4.6-(b) show the ellipsoidal decomposition of 3D volume data \([22]\) which is reconstructed by multiple images at a certain level of detail, detailing shape and orientation of each superquadric primitive. Figures 4.6-(c) and 4.6-(d) are also superquadric representation of various 3D models like animals or tools that are high-degree of freedom. We can see that the 3D target objects using our superquadric representation still remains familiar to the visual perception and provides a more intuitive access to understand the objects’ characteristics. Main advantage is that we only need few parameters for the representation of the model.
4.3.3 Skeleton extraction using ellipsoidal representation

In this section, we will explain an automatic skeleton extraction and refinement using a tensor topological analysis in the space of Normalized Gradient Vector Flow fields. Previous skeleton extraction and its structural analysis methodologies are computed in the vector fields. Its topology is obtained by locating critical points and displaying the set of their connecting streamlines. When it comes for representing and analyzing the directions of Normalized Gradient Vector Flow on a 3D shape of the reconstructed object, tensor fields provide a larger vocabulary of visual elements than vector fields. The degree of anisotropy in each 3D ellipse can be quantified in a single number called a diffusion anisotropy index and it is represented as Fractional Anisotropy (FA). The Fractional Anisotropy representation method geometrically characterizes the shape of 3D ellipse of each voxel.

\[
FA = \sqrt{\frac{3[(\lambda_1 - T_{avg})^2 + (\lambda_2 - T_{avg})^2 + (\lambda_3 - T_{avg})^2]}{2 \times ((\lambda_1)^2 + (\lambda_2)^2 + (\lambda_3)^2)}},
\]

where \( T_{avg} \) is the average of \( \lambda_1, \lambda_2, \) and \( \lambda_3 \).

The skeleton of 3D reconstructed object is extracted by analyzing the Fractional Anisotropy values of each voxel and connecting the neighbor voxels by calculating its Fractional Anisotropy values. Figure 4.7 shows the extracted skeleton from the 3D reconstructed object using our proposed methodology. Comparing to skeleton extraction from 2D image which is explained in last chapter, the skeletal features from 3D model have more branches because we have to check 26 neighboring voxels per each skeletal element to extract the skeleton.

4.4 Automatic Skeleton Splitting

In this section, we will explain how we split the extracted skeleton by measuring the dissimilarity between neighbor skeletal voxels in the space of diffusion tensor fields. To split the extracted skeleton from a target object, we first extract the end points and branch points by checking its connectivity and tensorial properties. In a branch, we separate each branch when skeletal curves other directions. The 3x3 symmetric tensor matrix can be used to measure the distance between neighbor tensorial elements. Since the key factor in tensorial analysis is the proper
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(a) 3D reconstructed human body model of boxing, jogging, and walking

(b) Superquadric decomposition from volume data of boxing, jogging, and walking

(c) Various 3D models like fish, tool, and horse

(d) Superquadric decomposition from volume data of various deformable objects

Figure 4.6: Superquadric decomposition from volume data of 3D volume data.
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Figure 4.7: 3D model and its skeletal structure using our proposed method.

(a) Image based reconstructed 3D volume data

(a) Skeletal features from unlabeled 3D model
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choice of the similarity measure to be used, several works have been published on this properties [58].

Given two tensorial elements within the 3D skeleton such as \( T_i \) and \( T_j \), the most simple comparison between two tensor quantities is the dot product between the principal eigenvector direction.

\[
d_1(T_i, T_j) = |e_{1,i} \cdot e_{1,j}|
\]  

(4.8)

where \( e_{1,i} \) and \( e_{1,j} \) are principal eigenvectors of tensors \( T_i \), and \( T_j \), respectively. Another simple similarity measure is the tensor dot product,

\[
d_2(T_i, T_j) = \sum_i \sum_j \lambda_1^i \lambda_2^j (e_1^i \cdot e_2^j)^2
\]  

(4.9)

One such example is the tensorial Euclidean distance obtained by using Frobenius norm. Due to its simplicity, tensorial Euclidean distance has been used extensively in Diffusion Tensor restoration.

\[
d_d(T_i, T_j) = \sqrt{\text{Trace}((T_i - T_i)^2)}
\]  

(4.10)

From various similarity measure methods, we measure the similarity measure, \( \text{Score}_{i,j} \) of two voxels, \( \text{Vox}_i \) and \( \text{Vox}_j \), is defined as \( d_1(T_i, T_j) \times d_3(T_i, T_j) \) because these two similarity measures represent the difference of scale and angle of 3D ellipse between neighbor skeletal voxels. The similarity measure to merge and split the skeletal voxels is as follows:

The 3D model segmentation procedure is computed by iterative region growing method. In the initial state.

\textbf{STEP0} : initially, the numbers of subregions of human body model is equal to the number of voxel of 3D human model and calculate the \( \text{Score}_{i,j} \) where similarity measure between voxel \( i \) and \( j \).

\textbf{STEP1} : we progressively merge the neighbor voxels if \( \text{Score}_{i,j} \) is less than threshold and recalculate the average of \( \text{Score} \) for merged subregions, \( \text{Score}_{\text{sub}} = \frac{1}{n} \sum_{k=1}^{n} \text{Score}_k \) of merged sub-region which have \( n \) voxels. However, the neighbor voxels are not merged and remain to split if the \( \text{Score}_{i,j} \) are over the threshold.

\textbf{STEP2} : Iteratively merge and split the subregions until there is no subregions whose the \( \text{Score}_{\text{sub}} \) is less than threshold.
4.5 Experiments

We setup our proposed methodology with a Pentium 4 1.2 GHz CPU and a CUDA which is a technology for GPU computing from NVIDIA, Geforce 8200. It exposes the hardware as a set of SIMD multiprocessors, each of which consists of a number of multiprocessors. Our system is implemented in the GPU architecture which is specialized for parallel computing task. The graphic hardware consists of a set of processing grouped together in a common multi-processing block. CUDA is a technology for GPU computing from NVIDIA. These multiprocessors have arbitrary read/write access to a global memory region called the device memory, but also share a memory region known as shared memory. The implementation strategy has a great impact on the overall performance of the implementation. It deals with the allocation of threads to the problem and the usage of the different types of onboard memory. Figure 4.9 shows the structure of CUDA for parallel implementation of complex calculation.

For experiments, we tested the HumanEva database which have 7 calibrated cameras, 3D models of Princeton university and images in our environment using calibrated 4 cameras. In our environment, we used 4 Firewire cameras that have 640x480 resolution and extract the silhouettes using kernel density estimation based background subtraction [90]. Initial 10 frames are recognized as background image and then we continuously update the background to reduce the effect of illumination change and noise. The 3D object is reconstructed in volume dimension 128x128x128.

4.5.1 Camera calibration

In the experiments for camera calibration, we used the laser points to easily extract the corresponding points from multiple cameras. We extract 100 corresponding points from corresponding stereo cameras. We calculate the 3x1 translation matrix, $T$, 3x3 rotation matrix, and focal length, $f$ to know how much the cameras are moved from the origin of the world coordinate system. Figure 4.10 shows the camera position in the world coordinate system.
Figure 4.8: 3D skeleton extraction and splitting using tensor based similarity measure.
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Figure 4.9: The structure of CUDA which is a technology for GPU computing from NVIDIA which is based on CUDA tutorial.

Figure 4.10: Camera calibration and its camera position.
Table 4.1: Running time for 3D action recognition from multiple images using 128x128x128 dimensional human body model

<table>
<thead>
<tr>
<th>Category</th>
<th>module</th>
<th>total time (ms)</th>
<th>time(ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D Reconstruction</td>
<td>Segmentation of 7 images</td>
<td>153</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>Tracking of 7 images</td>
<td></td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>3D lattice construction</td>
<td></td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>Voxel carving in 3D lattice</td>
<td></td>
<td>72</td>
</tr>
<tr>
<td>3D Segmentation</td>
<td>Superquadric decomposition</td>
<td>1286</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>Segmentation</td>
<td></td>
<td>1258</td>
</tr>
<tr>
<td>3D Action classification</td>
<td>MK-SVM classification</td>
<td>28</td>
<td>28</td>
</tr>
</tbody>
</table>

4.5.2 3D reconstruction

We conducted some experiments to analyze the athletes motion in real-time from a set of 7 images from HumanEva database and 4 images from our experimental environment. Figure 4.11-(a) shows the 3D reconstruction from 4 multiple images in our experimental environment, and Figure 4.11-(b) is the 3D reconstruction using HumanEva dataset. The 3D reconstructed object using HumanEva is not painted in color because some input images are gray images.

Our 3D reconstruction methodology is implemented in GPGPU environment to render its shape in real-time. Table 4.1 shows the average running time of 3D reconstruction. Its running time is analyzed by every module.

We also compare the accuracy of 3D reconstruction with our approach and original voxel coloring method. Figure 4.12-(a) shows the 3D reconstructed model using our approach and 4.12-(b) is the original voxel coloring approach in the dimension of 128x128x128. As shown in Figure 4.12, our proposed method is more detail in arms and legs of the deformable object because we discard the 3D scene within the intersection of convex cone of each camera, but the original voxel coloring method discrizes the whole 3D scene. In particular, our proposed method is more accurate to represent the characteristics of real object in the arms and legs of 3D reconstructed human body models.

4.5.3 Skeleton Extraction

The skeleton feature extraction and splitting method from the unlabeled volume data is explained in this section.
4.5. EXPERIMENTS

(a) 3D reconstruction from our environment

(b) 3D reconstruction using HumanEva dataset

Figure 4.11: Photo-realistic 3D reconstruction of target object in real-time.
Figure 4.12: Comparison of 3D reconstruction between our proposed and original voxel carving method.
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We have conducted skeleton extraction and splitting from a set of the HumanEva database and 3D models without 3D reconstruction procedure. We also conduct the skeleton extraction and splitting from the 3D model data of Princeton university. Figure 4.13 shows skeleton extraction from 3D deformable model and split skeletal features are painted by different colors.

Our proposed methodology can be applied to medical volume visualization and segmentation. Figure 4.14 is a 3D volume data of a human brain whose dimension is 512x512x512. This Figure 4.14 proves that our proposed methodology can be used for various volume data with have high dimension. Especially, the medical volume data segmentation and rendering system from CT or MRI provides an important information to medical doctor. With support of this information, they can easily separate the complex 3D medical volume data which have similar character and find non-normal areas within our human body part.

We also lead the experiments to compare our approach with previous skeleton extraction methodologies which use the gradient and divergence distance within 3D volume data. Figure 4.15 is the extracted skeleton from simple 3D cubic volume data to easily visualize their difference. Figure 4.14-(a) is our proposed method and 4.15-(b) and 4.15-(c) are based on the distance using gradient and divergence from the surface of 3D volume data. We can see that the skeleton using our approach is sharper than other approaches shown in 4.15-(b) and 4.15-(c).

4.5.4 Comparison of our approach and Pseudo-Zernike Moment based approach

In this section, we will compare to our skeletal feature based motion analysis and model based approach. In markerless motion capture and analysis, 3D motion analysis method can be classified into model based methods and non-model based method. In this section, our proposed skeletal based motion analysis will be compared to Zernike model based motion analysis method. The efficient algorithms for a fast computation of Pseudo-Zernike moments (PZM) especially for image processing tasks have been proposed in various publications such as [18, 120, 170, 193] and are the basis for the 3D reconstruction of full body motion. The reconstruction of body moments using the Pseudo-Zernike Moment is based on the minimization of the difference between artificial and real silhouettes within all camera images. The most important constraint of the Pseudo-Zernike Moment algorithm in order to achieve real time capabilities, is a discretization of possible movements by the user. The intension of the visu-
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(a) Unlabeld 3D model

(b) Extracted skeleton and its splitting

Figure 4.13: 3D skeleton extraction and its splitting from Princeton 3D model dataset.
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(a) Unlabeled volume data (b) 3D segmentation of volume data using our proposed method

Figure 4.14: 3D volume segmentation for medical volume visualization.

(a) Our approach (b) Gradient distance based skeleton extraction (c) divergence from the surface of 3D volume data

Figure 4.15: Comparison of 3D skeleton extraction from 3D cubic volume data.
CHAPTER 4. SKELETON EXTRACTION OF 3D MODELS

alization is not a precise reconstruction of the user’s body poses to analyze the slight changes of joint rotations from frame to frame, but to capture the overall movement of the user. Therefore, motion capture data, which has been recorded prior to the reconstruction phase is used as the basis for the evaluation of possible best-fit body movement. Due to the fact that motion capture data consist of skeleton poses with up to 120 frames per second, these sequences are reduced to fewer poses using ten frames per second only. For the rendering of the avatar and the creation of the silhouettes the Scenegraph system OpenSG is used. After loading the model into the memory the Scenegraph is parsed and all color nodes are automatically set to white, which ensures a white silhouette in front of a black background equivalent to a segmented and binarized silhouette of a real image calculated by the segmentation procedure. Figure 4.16 shows the comparison of our proposed skeleton extraction from 3D reconstructed object and Pseudo-Zernike Moment based motion analysis. Our proposed method has more noise than model based approach in the arms and foot, but our approach split the skeleton according to its movement in detail comparing to model based approach. For example, the foot of right leg is segmented into four regions, but the Pseudo-Zernike Moment approach only segments two regions. Due to the fact that for the calculation/generation of real and artificial silhouettes the same camera parameters are used, silhouettes should match in several images. Nevertheless, the rotation of the avatar in 3D space plays an important role. It is obvious, that small changes of the rotation of the virtual model lead to different silhouette representations. Therefore, a bunch of silhouettes for each predefined body pose with different rotation parameters for the root node of the avatar is generated. For the sprint starting sequence the real orientation of the user is approximately known, because the sprinting direction of the user and his/her movements are known by the setup of the environment.

4.6 Summary

In this chapter, we explained the detail on how to extract the skeleton. We then merge and split the extracted skeleton from the 3D reconstructed object by using multiple images. Basically, the 3D skeleton extraction and splitting is an extension of 2D image which was explained in Chapter 3. However, 3D reconstruction methods are added a similarity measure for deformable 3D model is developed in this chapter. Our proposed 3D motion analysis using skeletal features from complex 3D volume data was very efficient and effective in visualizing and rendering the target object in real-time.
4.6. SUMMARY

We first provided an efficient 3D reconstruction methodology from calibrated multiple images by tracking its 3D position of target object and voxelized the 3D scene by intersecting the 3D convex cones which were built by the convex hulls and camera’s center position. The 3D model was carved by checking its photo-consistency within the tracked the 3D volume area, not the whole 3D scene. 3D reconstruction of the target object by tracking the 3D position of the real object was better than original voxel coloring and image based visual hull methodologies in a large environment using few multiple cameras.

Within the 3D reconstructed object, we then analyzed the Normalized Gradient Vector Flow in the space of diffusion tensor fields to extract the skeletal features. We decomposed each voxel into 3D ellipsoidal model whose scale and rotation were determined by three dimensional second order diffusion tensor fields. Its eigen-features of each voxel were used for skeletal extraction and splitting within complex 3D model. We iteratively split and merged the skeletal features by measuring the dissimilarity between neighbor voxels.

As we showed in the experimental results, we have compared our proposed system to Pseudo-Zernike model based motion analysis approach. Proposed skeletal extraction and splitting methodology was also used for medical volume visualiza-

Figure 4.16: 3D motion analysis comparison between our approach and Pseudo-Zernike Moment based approach.

(a) Unlabeled volume data (b) Our proposed method (c) Pseudo-Zernike Moment based approach
tion and analysis in large dimension. In particular, the tracking based 3D model reconstruction method was very efficient to voxelize the very large 3D scene and carving the voxels which had high quality than original voxel coloring and image based visual hulls. Lastly, we compared our markerless motion capture and analysis to a model based motion analysis method using a Pseudo-Zernike Moment technique.

Our system did not require any prior information to analyze the complex objects which were reconstructed from multiple camera. So it can be applied to recognize and retrieve the 3D objects like chair, bicycle, and tools in media database as we will show in the next Chapter.
Chapter 5

Applications

5.1 Introduction

In this chapter, we will discuss how we use the skeletal features and its characteristics from 2D image and 3D volume data for various real life applications. As we surveyed the related works in the areas of markerless motion capture and analysis in Chapter 2, there are various applications in the area of computer vision and computer graphics. From several applications, we will apply our basic principles to human action recognition and sketch-based object detection and retrieval system. Human action recognition and sketch-based image retrieval are an important issues in Human Computer Interaction, because these topics will be very useful to understand human’s attention and intention. For example, human action recognition and behavior understanding can be applied for video surveillance and monitoring, user pose estimation for sport scene analysis and computer animation, and user’s attention analysis in virtual reality.

Furthermore, sketch based target object detection and retrieval will be useful in interaction with various tools like tablet PCs, touch-based cell phones, and multi-touch screens. These devices are invented for comfortable interaction. By drawing a simple sketched image of a target object, we can extract the key features from the sketched image and retrieve the images from a large database.

This Chapter discussing applications using our proposed methodology is separated into two topics, namely human action recognition from 2D images or 3D reconstructed models, and sketch-based image retrieval. In section 5.2, we will explain the details of our proposed methodology for human action classification and recognition using multiple-kernel Support Vector Machines (MK-SVM). Then,
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Sketch-based image retrieval using an hierarchical clustering technique is shown in section 5.3. The experimental results for human action recognition and sketch-based image retrieval are evaluated at the end of each section.

5.2 2D/3D Human action recognition

Human action analysis and recognition [2, 13, 24, 44, 45, 68, 69, 85, 86, 138, 139, 162, 186, 198, 228–230, 267, 270, 272, 273], defined to understand the basic human actions such as jogging, walking and boxing from images, has a long history in the area of computer vision and computer graphics. It gives rise to a great deal of applications such as automated surveillance [13, 138, 139], smart home applications [198], video indexing and browsing [2], virtual reality [44], human-computer interaction [45], and analysis of sports events [69, 85, 270]. Human action recognition from a single 2D image is heavily studied by numerous researchers, but still a challenging issue due to partial occlusion, clutter, dependence of viewpoint, and pose ambiguity within a 2D image. In multiple camera environments, the number of observables which can be used for human action recognition are extended. They are more reliable than single image based methods and independent on viewpoint, but the system is more complex and difficult in a high-dimensional and multi-modal space.

On the other hand, the problems of human action recognition, which can be interpreted as one part of object recognition and retrieval [10, 78, 103, 104, 118, 126, 131, 171, 174, 178, 181, 185, 231, 260, 276, 279], are how to define the appropriate similarity measure from the reliable features of 3D deformable models and to automatically assess the similarity between any pair of 3D human motions based on a suitable notion of similarity.

We propose to solve these problems of 2D/3D human action recognition by focusing on adequate feature extraction and separating human body model into several human body parts like head, torso, and limbs. In particular, the 3D human action recognition is based on 3D reconstruction using calibrated multiple images and appearance model of a target object, and similarity measure from the features which are extracted from three-dimensional second order diffusion tensor fields. We will explain the details of our proposed methodology for 3D reconstruction and segmentation from multiple images and the human action classification and recognition using multiple-kernel Support Vector Machine in the following Section.
5.2. Human action classification using Multiple-Kernel Support Vector Machine

In previous Chapter 3 and 4, we already explained how we extract the eigen-features from segmented areas of the deformable 2D/3D model. Using the ellipsoidal decomposition of the 2D/3D human model, we segmented the human model according to its tensorial characteristics. Figure 5.1 shows the splitting areas of the target object and its ellipsoidal representation of the segmented regions from the 2D image or the 3D model. The eigen-features of the segmented skeletons from the 2D image or the 3D volume data will be used as the input data for human action recognition.

The eigen-features of the segmented object, \( x_i = \sum_{s=1}^{S} \sum_{j=1}^{S} \lambda_{ij} \) represent the scale and rotation of the segmented skeleton. It is used for classification of human action recognition, where \( S \) is the number of the segmented human body parts and \( x_i \in \chi \) (the input space \( \chi \)). Figure 5.2 visualizes the scenario for human action recognition using the averaged eigen-features of the segmented regions. We first extract the skeletal features from image database and calculate the averaged eigenvalues and eigenvectors for each split region. The averaged eigen-features are used as input information to classify the various human actions.

The performance of different classifiers which are applied in object detection and recognition has been evaluated and compared in the area of pattern recognition and data learning. Bazzani concluded that the Support Vector Machine (SVM) performed better than the Multi-Layer Perception (MLP) for a small number of training data [17]. Papadopoulos [184] also showed that Support Vector Machine achieved a higher accuracy rate than Neural Network. Having evaluated the Support Vector Machine, Kernel Fisher Discriminant (KFD), Relevance Vector Machine (RVM), Feedfoward Neural Network (FNN), and committee machines, Wei. et al. [266] concluded that the Kernel based classification yielded the best performance. In this section, multiple-kernel based support vector machine is used for classifying the complex human action according to the proofs of previous researches.

In \( \{x_i, y_i\}_{i=1}^{l} \) where \( l \) denotes the number of training features, each \( x \) in \( \chi \) is then mapped to a \( \Phi(x) \) and \( y_i \) is separated into human actions like boxing, jogging, and walking. The non-linear Support Vector Machine maps the training samples from the input space into a higher-dimensional feature space via a mapping function \( \Phi \).
(a) Ellipsoidal representation from 2D skeleton extraction

(b) Ellipsoidal representation from 3D skeleton extraction

Figure 5.1: Ellipsoidal representation of segmented skeleton from our proposed method.
5.2. 2D/3D HUMAN ACTION RECOGNITION

Figure 5.2: Scenario of skeletal feature based human action recognition.

and construct a hyperplane defined by \( w \Phi(x) + b = 0 \) to separate examples from the classes. \( \{x_i, y_i\}_{i=1}^l \) in the kernel-induced feature space is related to the kernel function \( K \) which intuitively computes the similarity between examples in Support Vector Machine. The standard Support Vector Machine [46, 53, 209, 241, 264] tries to find a hyperline \( w^T \Phi(x) + b \) that has large margin and small training error. Mathematically, this follows from the:

\[
\min_{w,b,\xi} \frac{1}{2} \|w\|^2 + C \sum_{i=1}^l \xi_i s.t. y_i (w^T \Phi(x_i) + b) \geq 1 - \xi_i, \xi_i \geq 0, i = 1, 2, \ldots, l. \quad (5.1)
\]

Here, \( \xi = [\xi_1, \xi_2, \ldots, \xi_l]^T \) is the vector of slack variables for the errors, and \( C \) is a user-defined regularization parameters that trades off the margin with error.

Instead of having a single kernel \( K \), suppose that we have a set of \( M \) base kernels \( K_1, K_2, \ldots, K_M \) with corresponding kernel-induced feature maps \( \Phi_1, \ldots, \Phi_M \). The multi-kernel Support Vector Machine is extended from the single-kernel based Support Vector Machine and shown like that:

\[
\min_{w,b,\xi} \frac{1}{2} \sum_{k=1}^M \|w_k\|^2 + C \sum_{i=1}^l \xi_i s.t. y_i (\sum_{k=1}^M w_k^T \Phi_k(x_i) + b) \geq 1 - \xi_i, \xi_i \geq 0, i = 1, 2, \ldots, l.
\]

\[(5.2)\]

where \( w = \{w_1, w_2, \ldots, w_M\} \), \( \xi \) is the non-negative slack variables, and \( w_k \) is the weight for component \( \Phi_k \).
Support Vector Machine has proven to be powerful for a wide range of different data analysis problems. They employ a so-called kernel function \( k(x_i, x_j) \) which intuitively computes the similarity between two examples \( x_i \) and \( x_j \). The result of Support Vector Machine learning is a \( \alpha \)-weighted linear combination of kernel elements and the bias \( b \).

\[
f(x) = \text{sign} \left( \sum_{i=1}^{N} \alpha_i y_i k(x_i, x) + b \right)
\]

(5.3)

The regularization parameter \( C \) determines the trade-off between the maximization margin \( \frac{1}{||w||^2} \) and the minimum experience risk.

The multiple kernel based Support Vector Machine (MK-SVM) [223] is extended to following equation from single kernel.

\[
k(x_i, x_j) = \sum_{k=1}^{K} \beta_k k(x_i, x_j)
\]

(5.4)

with \( \beta_k \geq 0 \) and \( \sum_k \beta_k = 1 \). where each kernel \( k_{x_k, y_k} \) uses only a distinct set of features of instance.

For our human action recognition, we used two kernels like Radial Basis Function (RBF) and quadric kernels for efficient human action recognition.

5.2.2 Experiments

We setup our proposed methodology with a Pentium 4 1.2 GHz CPU and a CUDA which is a technology for GPU computing from NVIDIA Geforce 8200. It exposes the hardware as a set of SIMD multiprocessors, each of which consists of a number of multiprocessors.

Our experiment is separated into 2D human action recognition and 3D model based human action recognition.

2D human action recognition

For 2D human action recognition, we used public image data, such as HumanEva database and KTH human action dataset to compare previous human action recognition approaches to ours. The HumanEva dataset is separated into boxing, walking, and jogging, and KTH human action database is more specifically separated into 6 human actions like hand-clapping, hand-waving, jogging, running, walking and boxing. The HumanEva database which contain 7 calibrated video sequences which is composed of synchronized 3 color images and 4 gray images
with 640x480 resolution. Table 5.1 shows the human action recognition ratio of HumanEva dataset for 7 different viewpoints. The variation of acceptance ratio is very dependent on camera’s viewpoint. In the dataset, the actors/actrees are moving around the environment, so the variation of acceptance ratio for jogging and walking is less than for boxing actions. The variations of boxing action recognition ratio are larger than other human actions like walking and jogging because boxing action is more dependent on other human actions. In the boxing action, the acceptance ratio of the camera view 4 and 7 are less than those of other camera viewpoints because we could not extract the features which are closely related to boxing actions. Figure 5.3 shows the error images from view 4 and view 7. The skeleton from view 4 and 7 is very simple, so we can not extract the typical features of boxing action.

Using the HumanEva dataset, we have compared our Multiple Kernel Support Vector Machine classification methodology to K-Nearest Neighbor (KNN) [223] and Single Kernel Support Vector Machine (SK-SVM) [46, 53, 209, 241, 264]. This result which is shown in Table 5.2 displays that our proposed Multiple Kernel Support Vector Machine methodology [100] is better than other approaches. In Multiple Kernel Support Vector Machine methodology, various kernels like Radial Basis Function (RBF), quadric, and linear kernels are used for robust action recognition. On the other hand, only Radial Basis Function kernel is used in Single Kernel Support Vector Machine based human action recognition. As shown in Table 5.2, the Multiple Kernel Support Vector Machine based human action recognition acceptance ratio is better than K-Nearest Neighbor and Single Kernel Support Vector Machine based human action recognition.

The KTH human action dataset is less dependent on camera viewpoint than the HumanEva dataset, but its image resolution is less than the HumanEva dataset and it has noise in the background. Figure 5.4 shows the example images of human actions like boxing, jogging, running, walking, hand-clapping, and hand-waving in KTH human action dataset. We also compared our systems to other classification methodologies using K-Nearest Neighbor and Single Kernel Support Vector Machine methodologies. We have used 1000 training images and 2500 images per human actions including multiple persons. Table 5.3 is the matrix of human action recognition using KTH human action dataset.

Table 5.4 shows the matrix of acceptance ratio of each human actions. In Table 5.5, we have compared our approach to previous approaches using optical flow using SVM classification method [57], local feature based human action recognition [5, 210], spatial-temporal feature based human action recognition
Table 5.1: 2D human action recognition ratio of HumanEav Dataset for different viewpoint

<table>
<thead>
<tr>
<th>Human action</th>
<th>Num. of traning images</th>
<th>Num. of testing image</th>
<th>Boxing</th>
<th>Walking</th>
<th>Jogging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>300</td>
<td>800</td>
<td>93.1</td>
<td>3.4</td>
<td>1.5</td>
</tr>
<tr>
<td>Walking</td>
<td>300</td>
<td>800</td>
<td>3.6</td>
<td>87.5</td>
<td>8.9</td>
</tr>
<tr>
<td>Jogging</td>
<td>300</td>
<td>800</td>
<td>2.2</td>
<td>5.3</td>
<td>92.5</td>
</tr>
<tr>
<td>(a) View 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Human action</th>
<th>Num. of traning images</th>
<th>Num. of testing image</th>
<th>Boxing</th>
<th>Walking</th>
<th>Jogging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>300</td>
<td>800</td>
<td>97.3</td>
<td>1.6</td>
<td>1.1</td>
</tr>
<tr>
<td>Walking</td>
<td>300</td>
<td>800</td>
<td>6.2</td>
<td>83.4</td>
<td>10.4</td>
</tr>
<tr>
<td>Jogging</td>
<td>300</td>
<td>800</td>
<td>4.1</td>
<td>11.3</td>
<td>84.6</td>
</tr>
<tr>
<td>(b) View 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Human action</th>
<th>Num. of traning images</th>
<th>Num. of testing image</th>
<th>Boxing</th>
<th>Walking</th>
<th>Jogging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>300</td>
<td>800</td>
<td>93.4</td>
<td>4.1</td>
<td>2.5</td>
</tr>
<tr>
<td>Walking</td>
<td>300</td>
<td>800</td>
<td>1.3</td>
<td>91.5</td>
<td>7.2</td>
</tr>
<tr>
<td>Jogging</td>
<td>300</td>
<td>800</td>
<td>2.5</td>
<td>6.8</td>
<td>90.7</td>
</tr>
<tr>
<td>(c) View 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Human action</th>
<th>Num. of traning images</th>
<th>Num. of testing image</th>
<th>Boxing</th>
<th>Walking</th>
<th>Jogging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>300</td>
<td>800</td>
<td>86.3</td>
<td>7.3</td>
<td>6.4</td>
</tr>
<tr>
<td>Walking</td>
<td>300</td>
<td>800</td>
<td>2.7</td>
<td>88.2</td>
<td>9.1</td>
</tr>
<tr>
<td>Jogging</td>
<td>300</td>
<td>800</td>
<td>4.1</td>
<td>9.8</td>
<td>86.1</td>
</tr>
<tr>
<td>(d) View 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Human action</th>
<th>Num. of traning images</th>
<th>Num. of testing image</th>
<th>Boxing</th>
<th>Walking</th>
<th>Jogging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>300</td>
<td>800</td>
<td>97.3</td>
<td>2.1</td>
<td>0.6</td>
</tr>
<tr>
<td>Walking</td>
<td>300</td>
<td>800</td>
<td>3.2</td>
<td>86.4</td>
<td>10.4</td>
</tr>
<tr>
<td>Jogging</td>
<td>300</td>
<td>800</td>
<td>6.4</td>
<td>11.6</td>
<td>82.0</td>
</tr>
<tr>
<td>(e) View 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Human action</th>
<th>Num. of traning images</th>
<th>Num. of testing image</th>
<th>Boxing</th>
<th>Walking</th>
<th>Jogging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>300</td>
<td>800</td>
<td>93.4</td>
<td>4.7</td>
<td>1.9</td>
</tr>
<tr>
<td>Walking</td>
<td>300</td>
<td>800</td>
<td>4.7</td>
<td>88.1</td>
<td>7.2</td>
</tr>
<tr>
<td>Jogging</td>
<td>300</td>
<td>800</td>
<td>5.4</td>
<td>8.4</td>
<td>85.2</td>
</tr>
<tr>
<td>(f) View 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Human action</th>
<th>Num. of traning images</th>
<th>Num. of testing image</th>
<th>Boxing</th>
<th>Walking</th>
<th>Jogging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>300</td>
<td>800</td>
<td>84.9</td>
<td>9.8</td>
<td>5.3</td>
</tr>
<tr>
<td>Walking</td>
<td>300</td>
<td>800</td>
<td>4.0</td>
<td>87.3</td>
<td>8.7</td>
</tr>
<tr>
<td>Jogging</td>
<td>300</td>
<td>800</td>
<td>5.7</td>
<td>9.5</td>
<td>84.8</td>
</tr>
<tr>
<td>(g) View 7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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(a) Example images which are not correctly recognized images from view 4

(b) Example images which are not correctly recognized images from view 7

Figure 5.3: Example images which are not correctly recognized human action.
Table 5.2: 2D human action recognition ratio of HumanEva Dataset for different viewpoint and its comparison

<table>
<thead>
<tr>
<th>Human action</th>
<th>View 1</th>
<th>View 2</th>
<th>View 3</th>
<th>View 4</th>
<th>View 5</th>
<th>View 6</th>
<th>View 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>92.1</td>
<td>96.2</td>
<td>92.5</td>
<td>83.7</td>
<td>96.1</td>
<td>92.3</td>
<td>93.1</td>
</tr>
<tr>
<td>Walking</td>
<td>86.7</td>
<td>81.2</td>
<td>89.1</td>
<td>87.9</td>
<td>83.1</td>
<td>85.5</td>
<td>86.7</td>
</tr>
<tr>
<td>Jogging</td>
<td>91.5</td>
<td>81.9</td>
<td>89.1</td>
<td>84.3</td>
<td>80.7</td>
<td>83.1</td>
<td>85.5</td>
</tr>
</tbody>
</table>

(a) KNN based human action recognition ratio for HumanEva dataset

<table>
<thead>
<tr>
<th>Human action</th>
<th>View 1</th>
<th>View 2</th>
<th>View 3</th>
<th>View 4</th>
<th>View 5</th>
<th>View 6</th>
<th>View 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>95.1</td>
<td>97.3</td>
<td>93.4</td>
<td>86.3</td>
<td>97.3</td>
<td>93.4</td>
<td>84.9</td>
</tr>
<tr>
<td>Walking</td>
<td>87.5</td>
<td>83.4</td>
<td>91.5</td>
<td>88.2</td>
<td>86.4</td>
<td>88.1</td>
<td>87.3</td>
</tr>
<tr>
<td>Jogging</td>
<td>92.5</td>
<td>84.6</td>
<td>90.7</td>
<td>86.1</td>
<td>82.0</td>
<td>85.2</td>
<td>84.8</td>
</tr>
</tbody>
</table>

(b) SK-SVM based human action recognition ratio for HumanEva dataset

Table 5.3: 2D human action recognition ratio of KTH Dataset using different classification methods

<table>
<thead>
<tr>
<th>Human action</th>
<th>Boxing</th>
<th>Walking</th>
<th>Jogging</th>
<th>Running</th>
<th>Clapping</th>
<th>Waving</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>95</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Walking</td>
<td>3</td>
<td>81</td>
<td>9</td>
<td>5</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Jogging</td>
<td>1</td>
<td>3</td>
<td>89</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Running</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>92</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Clapping</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>87</td>
<td>6</td>
</tr>
<tr>
<td>Waving</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>90</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Human action</th>
<th>Num. of training images</th>
<th>Num. of testing image</th>
<th>KNN</th>
<th>SK-SVM</th>
<th>MK-SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>1000</td>
<td>2500</td>
<td>91</td>
<td>94</td>
<td>95</td>
</tr>
<tr>
<td>Walking</td>
<td>1000</td>
<td>2500</td>
<td>78</td>
<td>76</td>
<td>81</td>
</tr>
<tr>
<td>Jogging</td>
<td>1000</td>
<td>2500</td>
<td>84</td>
<td>86</td>
<td>89</td>
</tr>
<tr>
<td>Running</td>
<td>1000</td>
<td>2500</td>
<td>61</td>
<td>89</td>
<td>92</td>
</tr>
<tr>
<td>Hand-clapping</td>
<td>1000</td>
<td>2500</td>
<td>79</td>
<td>85</td>
<td>87</td>
</tr>
<tr>
<td>Hand-waving</td>
<td>1000</td>
<td>2500</td>
<td>81</td>
<td>85</td>
<td>90</td>
</tr>
</tbody>
</table>
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(a) Example images in KTH human action dataset

(b) Extracted skeletal features and its ellipsoidal representation

Figure 5.4: Example of human actions from KTH human action dataset.
methods [64, 173].

3D human action recognition

Within 3D model based human action recognition, our experiments are separated into three categories: (1) photo-realistic 3D reconstruction from multiple images, (2) 3D segmentation of human body model in the space of diffusion tensor fields, and (3) action recognition results from Multiple Kernel Support Vector Machine technique. The Table 5.6 shows the average running time of our procedure in a hardware accelerated environment using CUDA. In our pipelines, the 3D segmentation and feature extraction part consumes much more time than other parts in action recognition.

In this section, we conducted our proposed Multiple Kernel Support Vector Machine based 3D human action recognition and compared with a $K$-Nearest Neighbor classification, and a Single Kernel Support Vector Machine. The HumanEva dataset is used for testing our proposed methodology. It provided various human motions for four different people. We reconstructed 3D human model of boxing, jogging and walking actions and trained the tensorial features. We trained 600 human body models per human action and tested 1200 human models which are not included in training models. Table 5.7 is the human action recognition ratio using standardized dimension of 3D human body model at 64x64x64 and 128x128x128. Compared to 2D image based human action recognition, the acceptance ratio of each human action recognition from 3D volume data is higher than the lowest acceptance ratio from 2D image.

Figure 5.5 shows the example images and the 3D model which is not accepted in our methodology. The action is classified into ”boxing”, but is recognized to ”walking” category because the main human upper body part is very close to the two arms. We could not separate the arms and the torso.

In Table 5.8, we show the recognition ratio to K Nearest Neighbor and Single Kernel Support Vector Machine to proof the robustness of our proposed system. The acceptance ratios of 3D human actions of boxing, jogging, and walking in the dimension of 128x128x128 and 64x64x64 in Table 5.7 are higher than other classification ratios in Table 5.8.

We also tested a 3D motion action recognition from four image sequences which have illumination change and clutters to see the robustness of our proposed method in our experimental environment. We tested 500 3D human models (500 images from 4 cameras which have 640x480 resolution) in a large environ-
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#### Table 5.5: Comparison of KTH human action recognition method

<table>
<thead>
<tr>
<th>Human action</th>
<th>Boxing</th>
<th>Walking</th>
<th>Jogging</th>
<th>Running</th>
<th>Hand-clapping</th>
<th>Hand-waving</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>86</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>Walking</td>
<td>0</td>
<td>89</td>
<td>0</td>
<td>11</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Jogging</td>
<td>0</td>
<td>92</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Running</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>92</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hand-clapping</td>
<td>22</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>78</td>
<td>0</td>
</tr>
<tr>
<td>Hand-waving</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>75</td>
</tr>
</tbody>
</table>

(a) Human action recognition using Optical flow and Support Vector Machine [57]

<table>
<thead>
<tr>
<th>Human action</th>
<th>Boxing</th>
<th>Walking</th>
<th>Jogging</th>
<th>Running</th>
<th>Hand-clapping</th>
<th>Hand-waving</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>82</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>18</td>
</tr>
<tr>
<td>Walking</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Jogging</td>
<td>1</td>
<td>40</td>
<td>58</td>
<td>40</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Running</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>91</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hand-clapping</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>89</td>
<td>4</td>
</tr>
<tr>
<td>Hand-waving</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>95</td>
</tr>
</tbody>
</table>

(b) Human action recognition in compressed domain [5].

<table>
<thead>
<tr>
<th>Human action</th>
<th>Boxing</th>
<th>Walking</th>
<th>Jogging</th>
<th>Running</th>
<th>Hand-clapping</th>
<th>Hand-waving</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>82</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>18</td>
</tr>
<tr>
<td>Walking</td>
<td>0</td>
<td>84</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Jogging</td>
<td>0</td>
<td>23</td>
<td>60</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Running</td>
<td>0</td>
<td>6</td>
<td>39</td>
<td>55</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hand-clapping</td>
<td>35</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>60</td>
<td>5</td>
</tr>
<tr>
<td>Hand-waving</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>74</td>
</tr>
</tbody>
</table>

(c) Human action recognition using local Support Vector Machine [210].

<table>
<thead>
<tr>
<th>Human action</th>
<th>Boxing</th>
<th>Walking</th>
<th>Jogging</th>
<th>Running</th>
<th>Hand-clapping</th>
<th>Hand-waving</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>93</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>Walking</td>
<td>1</td>
<td>89</td>
<td>4</td>
<td>5</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Jogging</td>
<td>0</td>
<td>20</td>
<td>56</td>
<td>24</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Running</td>
<td>0</td>
<td>3</td>
<td>13</td>
<td>84</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hand-clapping</td>
<td>22</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>76</td>
<td>1</td>
</tr>
<tr>
<td>Hand-waving</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>88</td>
</tr>
</tbody>
</table>

(d) Human action recognition using spatio-temporal features [64]

<table>
<thead>
<tr>
<th>Human action</th>
<th>Boxing</th>
<th>Walking</th>
<th>Jogging</th>
<th>Running</th>
<th>Hand-clapping</th>
<th>Hand-waving</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Walking</td>
<td>1</td>
<td>79</td>
<td>14</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Jogging</td>
<td>0</td>
<td>11</td>
<td>52</td>
<td>37</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Running</td>
<td>0</td>
<td>1</td>
<td>11</td>
<td>88</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Hand-clapping</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>93</td>
<td>1</td>
</tr>
<tr>
<td>Hand-waving</td>
<td>23</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>77</td>
</tr>
</tbody>
</table>

(e) Human action recognition using spatio-temporal word [173].

<table>
<thead>
<tr>
<th>Human action</th>
<th>Boxing</th>
<th>Walking</th>
<th>Jogging</th>
<th>Running</th>
<th>Hand-clapping</th>
<th>Hand-waving</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>95</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Walking</td>
<td>3</td>
<td>81</td>
<td>9</td>
<td>5</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Jogging</td>
<td>1</td>
<td>3</td>
<td>89</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Running</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>92</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Hand-clapping</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>87</td>
<td>6</td>
</tr>
<tr>
<td>Hand-waving</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>90</td>
</tr>
</tbody>
</table>

(f) Our approach
Table 5.6: Running time for 3D action recognition from multiple images in 128x128x128 dimension.

<table>
<thead>
<tr>
<th>Category</th>
<th>module</th>
<th>total time (ms)</th>
<th>time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D Reconstruction</td>
<td>Segmentation of 7 images</td>
<td>153</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>Tracking of 7 images</td>
<td></td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>3D lattice construction</td>
<td></td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>Voxel carving in 3D lattice</td>
<td></td>
<td>72</td>
</tr>
<tr>
<td>3D Segmentation</td>
<td>Ellipsoid representation</td>
<td>1286</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>Segmentation</td>
<td></td>
<td>1258</td>
</tr>
<tr>
<td>3D Action classification</td>
<td>MK-SVM classification</td>
<td></td>
<td>28</td>
</tr>
</tbody>
</table>

Table 5.7: 3D human action recognition ratio using HumanEav Dataset

<table>
<thead>
<tr>
<th>Human action</th>
<th>Number of Training</th>
<th>Number of Testing</th>
<th>Boxing</th>
<th>Walking</th>
<th>Jogging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>600</td>
<td>1200</td>
<td>94.2</td>
<td>1.9</td>
<td>3.9</td>
</tr>
<tr>
<td>Walking</td>
<td>600</td>
<td>1200</td>
<td>6.7</td>
<td>84.7</td>
<td>8.6</td>
</tr>
<tr>
<td>Jogging</td>
<td>600</td>
<td>1200</td>
<td>7.5</td>
<td>10.8</td>
<td>81.7</td>
</tr>
</tbody>
</table>

(a) 3D human action recognition using 3D human model of 128x128x128 dimension

<table>
<thead>
<tr>
<th>Human action</th>
<th>Number of Training</th>
<th>Number of Testing</th>
<th>Boxing</th>
<th>Walking</th>
<th>Jogging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>600</td>
<td>1200</td>
<td>92.7</td>
<td>2.2</td>
<td>5.1</td>
</tr>
<tr>
<td>Walking</td>
<td>600</td>
<td>1200</td>
<td>5.8</td>
<td>83.8</td>
<td>10.4</td>
</tr>
<tr>
<td>Jogging</td>
<td>600</td>
<td>1200</td>
<td>5.1</td>
<td>13.5</td>
<td>81.4</td>
</tr>
</tbody>
</table>

(b) 3D human action recognition using 3D human model of 64x64x64 dimension

Table 5.8: Comparison of human action recognition using K Nearest Neighbor and single-kernel Support Vector Machine to compare with our proposed MK-SVM based human action recognition

<table>
<thead>
<tr>
<th>Human action</th>
<th>Training</th>
<th>Testing</th>
<th>Boxing</th>
<th>Walking</th>
<th>Jogging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>600</td>
<td>1200</td>
<td>86.2</td>
<td>6.8</td>
<td>8.4</td>
</tr>
<tr>
<td>Walking</td>
<td>600</td>
<td>1200</td>
<td>9.3</td>
<td>75.8</td>
<td>12.9</td>
</tr>
<tr>
<td>Jogging</td>
<td>600</td>
<td>1200</td>
<td>7.8</td>
<td>12.5</td>
<td>79.7</td>
</tr>
</tbody>
</table>

(a) Human action recognition ratio using K Nearest Neighbor classification method.

<table>
<thead>
<tr>
<th>Human action</th>
<th>Training</th>
<th>Testing</th>
<th>Boxing</th>
<th>Walking</th>
<th>Jogging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>600</td>
<td>1200</td>
<td>87.4</td>
<td>4.4</td>
<td>7.2</td>
</tr>
<tr>
<td>Walking</td>
<td>600</td>
<td>1200</td>
<td>11.6</td>
<td>74.8</td>
<td>13.6</td>
</tr>
<tr>
<td>Jogging</td>
<td>600</td>
<td>1200</td>
<td>4.8</td>
<td>14.3</td>
<td>80.9</td>
</tr>
</tbody>
</table>

5.2. 2D/3D HUMAN ACTION RECOGNITION

Figure 5.5: Example of error of our proposed human action recognition

Table 5.9: 3D human action recognition matrix in our environment

<table>
<thead>
<tr>
<th>Human action</th>
<th>testing</th>
<th>Boxing</th>
<th>Walking</th>
<th>Jogging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxing</td>
<td>500</td>
<td>83.2</td>
<td>5.4</td>
<td>10.4</td>
</tr>
<tr>
<td>Walking</td>
<td>500</td>
<td>13.8</td>
<td>72.7</td>
<td>16.1</td>
</tr>
<tr>
<td>Jogging</td>
<td>500</td>
<td>9.5</td>
<td>16.3</td>
<td>74.2</td>
</tr>
</tbody>
</table>

ment whose illumination condition is worse than the HumanEva dataset to see the robustness of our proposed system. As shown in the Figure 5.6, the shadows are recognized the foreground and reconstructed in our procedure. Some human body parts are not also reconstructed because of partial occlusion of the camera. As shown in Table 5.9, the acceptance ratio in our experimental environment is lower than the HumanEva data based human action recognition because we only use 4 cameras and shadow effect in the floor.

Human action recognition ratios of walking and jogging are lower than the acceptance ratio of boxing because the eigen-features of arms and legs of walking and jogging is similar with each other.

Unfortunately, there is no public database for 3D human model based action recognition, so we could not directly compare our approach and others. The state of the art in human action recognition from 2D image based on KTH human action dataset is still not able to correctly recognize the jogging, walking, and running, while our proposed approach using the 3D reconstructed model has a balanced
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5.3 Query-by-Sketch based Image Retrieval

There is a growing interest in the new Human Computer Interaction techniques on tablet PCs, touch phones, and multi-touch screen. Numerous research projects in direct touch systems focus not only on interaction using one or two fingers simultaneously, but also on working together collaboratively in a multi-user scenario [108, 119, 135]. Thus, new ways of generating immersion are possible using simple handling. However, real HCI within these devices is still lacking in terms of understanding freehand input and low level interactive visualization of content. Among numerous interaction methodologies for detecting and retrieving various images in database, freehand sketch, the informal drawing of shape using lines and curves, is one of the most powerful and intuitive tools for Human Computer Interaction because of its familiar in the human visual perception and fast representation of important characteristics of target objects. Although a sketch is composed of few lines, it is a coarse but detailed picture including its key features [89]. For instance, if we ask the people to draw objects like a human, a car, or a cup without any further information, most people intend to sketch the objects as shown in Figure 5.7. These sketches are passive and cannot be directly simulated.
or analyzed using computational engineering tools. Computers cannot understand the sketched images which have various viewpoints and non-textual information, even though users can easily understand their characteristics and classify the images into categories. Therefore, the sketched query image needs to be transformed into a computer-suited representation. Then we extract the features which are very close to user intention.

Nevertheless, image retrieval and browsing applications have been developed for users to efficiently search for browse, and order target images in large databases from a personal image library [235] or on the web [151]. Retrieving images that share some similar visual elements from a query image has been one of the most challenging areas in computer vision, named Content-based Image Retrieval (CBIR) [242] to efficiently find the photos which users want to see. CBIR techniques attempt to search for image content within media databases based on meaningful features as well as to measure the dissimilarity of visual objects by distance functions. The capacity of CBIR heavily relies on the definition of similarity measures and an adequate configuration of databases. Standard similarity measures or naive database configuration methodologies are often too generic forcing CBIR into time consuming image search and retrieval or leading to a complete failure. Searching techniques through visual features such as color [6], texture [21, 136], or shape information [106] could lead to more accurate CBIR. Simply sketched image can be used as a query to describe the users’ intention in a short time and retrieve the images. Recently, Sketch based Image Retrieval (SBIR) [49, 156] has evolved as one part of Content based Image Retrieval. SBIR were developed to overcome the limitations of previously well known approaches such as keyword or query-by-example based image retrieval methods. Several Sketch based Image Retrieval techniques are based on feature detection and similarity measures. The obvious advantage over other existing methods is its ease of use and handle because the sketched images which are shown in Figure 5.7 are familiar with human visual perception and account for fast representations of important characteristics of the target objects. However, the boundary contours of each target object from different view directions or the information on shapes are needed and have to be prepared during a preprocessing phase.

In this Chapter, we present a query-by-sketch based image retrieval based on understanding of hand drawn sketches which serve as a query input. This system is based on an adequate extraction of features from query and database images as well as measuring their similarities in order to retrieve the most similar objects within the database. Figure 5.8 shows our methodology which we will explain in detail further on. First, the images which are available at different resolutions,
Figure 5.7: Some sketched images such as "car", "sunset", "bicycle", "chair", and "Eiffel tower", which are familiar with human visual perception in various tools.
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Our proposed SBIR is composed of hierarchical image clustering, tensorial feature extraction, and similarity measure to retrieve the most similar image in database. Preprocessing step of image dataset by Canny edge detection and size normalization, tensorial feature extraction and its analysis are explained, and then similarity measure between a sketched query image and image dataset is described and hierarchical image clustering is explained in detail in the last section.

Partial occlusions, and change of view within a database are transformed and classified. This will be based on an adequate extraction of edges and an analysis of their tensorial properties. We then extract the eigenvalues and eigenvectors using a novel topological analysis within a given query and the hierarchically classified image dataset. Last but not least, we retrieve the most similar image by introducing the similarity measure and analyzing the characteristics of tensorial features between a sketched query image and the dataset.

Our proposed methodology has the following advantages compared to previous vector fields based skeleton extraction and object retrieval technique:

1. There is no need to determine a priori-information from images in the database or the sketch query image to detect the target objects.

2. Our proposed methodology shows an improved skeleton extraction from a sketch image that includes a singular region.

3. We can easily detect and retrieve the images in a database by its skeletal char-
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(a) Original input images in database

(b) Edge extraction

Figure 5.9: Edge extraction of images in database to easily extract the robust and efficient features which are similar to user drawn sketched query images. Canny edge information contains similar cues from user drawn sketch images.

In next Section, we will explain our proposed approach for target object detection and retrieval using query-by-sketch image. It is composed of the three steps; i) sketched query based image transformation, ii) skeletal feature extraction using Normalized Gradient Vector Flow in the space of diffusion tensor fields, and iii) similarity measuring between a query image and an image dataset or target images.

5.3.1 Preprocessing of image of database

For sketch images which are drawn by users it is very difficult to understand their characteristics, because users sometimes omit important features or draw in detail with noisy lines. Before retrieving the image data from a sketched query image, we need to transform the image dataset to be easily understandable from a rough query image, classify the dataset to reduce the retrieval time and find the common features between a query and database images which can reduce the sensory distortion such as view change, illumination, and partial occlusion. Cole et al. tried to identify where people draw the lines of real 3D objects when they are requested to sketch the images. They found that the Canny edge [7] provided the strongest cues for people to draw the lines of the target objects comparing to other computer
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(a) Input image in database (b) Edge image

(c) Ellipsoidal expression of each pixel using extracted eigenvalues and eigenvectors. In the right image which is the detail of the ellipsoidal representation using eigenvalues and eigenvectors, we can see how each ellipses’ scale and angle are changed by its eigenvalues and eigenvectors.

Figure 5.10: Ellipsoidal expression of each pixel from the image of database using tensorial properties.

graphics line definitions such as apparent ridges, suggestive contours, and ridges and valleys.

This Chapter adopts the assumption that edge information is one of the strongest characteristics, which can provide a link between user drawn sketch and a target image within a database. Therefore, we first transform the database by using size normalization, edge extraction, and binarization methods. Figure 5.9 shows the binarized edge images within a dataset of images which serve as an input to a further preprocessing step trying to identify adequate features for the measurement of similarities.

Figure 5.10 shows the process to extract the tensorial features from a query image and image dataset. We also display each pixel as the ellipsoidal representation of the images using extracted eigenvalues and eigenvectors. The characteristics of tensorial properties is used as feature to retrieve the images in database and we will explain the detail of measuring the similarity within the next section.
5.3.2 Similarity Measure of a Query Image

In Sketch based Image Retrieval, the way to measure the similarity between a query and databases is significant to the overall system performance and might be a crucial bottleneck to retrieve the exact image in databases. Hence, we present a new similarity measure in order to avoid a similarity measure within a scalar space contributing to further computational overhead. We first label the edge image and ignore the labels which have few number of edge elements because it might be a noise in a similarity measure. The edge image, $E$ can be expressed using eigenvalues $\lambda$ for each label as:

$$E = \begin{bmatrix}
\sum_{l=1}^{a} \sum_{k=1}^{2} \lambda_{lk} \\
\sum_{l=1}^{b} \sum_{k=1}^{2} \lambda_{lk} \\
\cdots \\
\sum_{l=1}^{n} \sum_{k=1}^{2} \lambda_{lk}
\end{bmatrix}$$

(5.5)

where the number of matrix’s column is the number of label, $L$ within an edge image and $a, b, \ldots, n$ are the number of elements within each label. The score matrix between an edge image of a query image, $E_i$ which have $L$ labels, and an edge from databases, $E_j$ which have $M$ labels can be shown like that:

$$Score = \frac{1}{N} \begin{bmatrix}
s_{11} & s_{12} & \cdots & s_{1M} \\
s_{21} & s_{22} & \cdots & s_{2M} \\
\vdots & \vdots & \ddots & \vdots \\
s_{L1} & s_{L2} & \cdots & s_{LM}
\end{bmatrix}$$

(5.6)

where $N$ is the normalization factor to make the score value between 0 and 1. Since the score using tensorial analysis leads to the proper choice of a similarity measure that can be used, several schemes within the space of tensor fields have been published. Those have been established according the nature of application domain aiming at solving the problems of medical image processing, color image segmentation and so on [61].

Given two tensorial elements, $T_i$ and $T_j$ the simplest comparison between two tensor quantities is shown by:

$$d_1(T_i, T_j) = \lambda_{1,i} \lambda_{1,j} (e_{1,i} \cdot e_{1,j})^2 + \lambda_{2,i} \lambda_{2,j} (e_{2,i} \cdot e_{2,j})^2$$

(5.7)

where $e_{1,i}$ and $e_{1,j}$ are principal eigenvectors of tensors $T_i$ and $T_j$, respectively. The second example is the tensor Euclidean distance obtained by using the Frobe-
nius norm. Due to its simplicity, tensor Euclidean distance has been used extensively in DTI restoration:

\[ d_2(T_i, T_j) = \sqrt{\text{Trace}((T_i - T_j)^2)} \]  

(5.8)

We define our similarity measure as the multiplication of \(d_1(T_i, T_j)\) and \(d_3(T_i, T_j)\). We have found that this captures both the difference in scale and in angle of the elliptical tensorial elements [124].

The score matrix element, \(s^{ij} = d_1 \cdot d_2\) using tensorial properties is merged to each labeled branch and we can recalculate the similarity measures between each label. The final scoring will be determined by combining the minimum similarity values from each branch.

### 5.3.3 Hierarchical configuration of image data

In this section, we construct a hierarchical order of layers by using our derived similarity measure based on tensorial features extracted from images within our database. To classify and retrieve an accurate image from a large number of images in database, it is required to reduce the local features from images and learning technique to efficiently training the images using transformed features.

In image clustering applications, unsupervised image clustering can be separated into non-hierarchical and hierarchical clustering algorithms [274]. In numerous non-hierarchical clustering methods, K-Means clustering is an algorithm to cluster \(n\) images based on attributes into \(k\) partitions, where \(k\) is less than \(n\), the number of images, to form a \(k\)-block set partition of data. The final goal is to find good local minimum and have linear complexity \(O(k\min)\) with respect to the number of instances. Vice versa, hierarchical clustering algorithms are non-iterative and to create a dendrogram which is a tree structure containing a \(k\)-block set partition for each value of \(k\) between 1 and \(n\), \(n\) is the number of images at the lowest level, allowing the user to choose a particular clustering granularity. The basic agglomerative hierarchical clustering algorithm begins with each image in its own cluster. Hierarchical clustering and summarization of the image database helps us to reduce the time to search the related images. On the lowest layer of the hierarchy, we extract the tensorial features of the edges images which build the foundation of our system and upper layers of the hierarchical structure are separated by a clustering algorithm, in which the established feature space consists of the tensorial features. Image data clustering and categorization are means for high-level description of image content. Most content based image clustering and summariza-
CHAPTER 5. APPLICATIONS

Algorithmic algorithms rely on feature extraction and similarity measures by comparing the visual features like color, texture, shape or text information of images. However, we analyze the tensorial feature of each edge pixel instead, in order to cluster and classify the images for sketched query image based image retrieval.

Let

\[ S = \{ \text{Score}_1, \text{Score}_2, ..., \text{Score}_{n-1}, \text{Score}_n \} \]  

be the set of images to be clustered, where \( \text{Score}_i \) is score of the similarity measure which are extracted in the previous section. Initially, the number of clusters is same as the number of images in each cluster, \( n \), and \( C_i \) is represented as the cluster within a same category. Then we progressively join the closest clusters through equation 5.10 and 5.11 until \( k = 1 \).

\[ sm(i, j) = D(C_i, C_j), \forall i, j; \]  \hspace{1cm} (5.10)

\[ C_l = \text{Join}(C_l, C_m); \text{Remove}(C_m) \]  \hspace{1cm} (5.11)

where \( sm(i, j) \) is the similarity measure between cluster \( C_i \) and \( C_j \). In this paper, the similarity measure between clusters is calculated by the Euclidean distance, \( D \) between clusters.

The object of our hierarchical clustering algorithm is to extract a multi-level partitioning of images and visual features based on tensorial feature’s similarity measure, i.e. a partitioning which groups images into a set of clusters and then, recursively, partitions them into smaller sub-clusters, until some break criteria is satisfied. Agglomerative hierarchical clustering algorithms start with several clusters containing only one object, and iteratively two clusters are chosen and merged to form one larger cluster. This process is repeated until only one large cluster is left, which contains all objects. We focused on the agglomerative hierarchical clustering algorithm because the feature basis are tensorial features from the edge image. Figure 5.11 shows the dendrogram of one of clusters in database. The dendrogram is constructed by the distance between images in database by using the tensorial similarity measure. Our proposed hierarchical image clustering method is also very efficient to add a new image in a local repository. The new image will traverse down to the lowest layer by measure the similarity measure and make a new hierarchical layers within the cluster.
5.3.4 Experiments

We conducted several experiments to retrieve the most similar image within our database by a roughly sketched query image. We have implemented our system on a Pentium 4 1.2GHz and downloaded 600 images from the web containing various illumination environments, view changes and image sizes. The image data is categorized manually into 60 classes such as sunset, Eiffel tower, bicycle, chair, etc. Our edge extraction is based on a realized Canny edge detection technique.
Table 5.10: Average running time for sketch-query based image retrieval

<table>
<thead>
<tr>
<th>module</th>
<th>running time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge detection and size normalization</td>
<td>34</td>
</tr>
<tr>
<td>Tensorial feature extraction</td>
<td>26</td>
</tr>
<tr>
<td>Image retrieval from database</td>
<td>118</td>
</tr>
</tbody>
</table>

and we normalized the image dataset to 100x100. We also labelled the edge features and eliminated the labels which have a small number of edge pixels in order to reduce the performance errors. The computational time to retrieve the image in database is dependent on the similarity measure between a query image and image dataset because our approach is based on the number of labels of a query image. The average running time to retrieve the images in dataset is shown in the Table 5.10.

The classification of the images within our database was implemented using the presented agglomerative hierarchical clustering method. Some resulting clusters are shown in Figure 5.12.

Figure 5.13 shows the results of top ranked retrieved images based on a sketchy query image (left side). This type of query image is not contained within our database. To retrieve the image, the query image is “similarity measured” from the top of the hierarchical layer tree, and traversed down to find the most similar image in database. As explained in last section, we also lead the experiments by adding a new image into the established cluster. A new image measures the similarity layer by layer and creates a new position by neighboring similar tensorial features.

We have also tested our proposed method from various users. Figure 5.14 shows the retrieved “chair” images from 5 different users. When we asked them to draw the chair without any information, the drawn sketch image is different case by case. The score value and order is different according to its similarity measure. Especially, the scores of retrieved image which is used by user 4 are lower than other retrieved top ranked images because the database in the chair class does not have similar pictures.

As shown in Figure 5.13, the sketched images of ”sunset” or ”sunrise” are composed of multiple objects like mountain, see and sun while other query images use single object. Even though our is not dependent on the number of objects within a query image, we mainly find images related to the dominant features in Figure 5.15. From the query image which is composed of ”bike” and ”flag”, we only
Figure 5.13: Some example of top ranked retrieved images from a query image and its similarity measure between a query image and image dataset.
Figure 5.14: "Image retrieval from sketched "chair" image from various users."
Figure 5.15: Top ranked images in databases from a query image which have multiple object.

retrieve and order the images within the category of "bike", and can not retrieve the images which contain the flag because the similarity measure between a query image and bike images is higher than the flag images.

If users take new picture and add this image in the databases, the new image can easily find its location in the hierarchy using our proposed method. Figure 5.16 represents a new clustering configuration method when a new image is added. After adding the new image in our database, the hierarchical clustering structure of each object has new hierarchical layers and retrieve the images including added image.

5.4 Summary

5.4.1 Human action recognition

As one of numerous applications using markerless motion capture and its analysis, human action recognition is a very important issue because we could understand the user’s intention by analyzing their actions like boxing, walking, jogging, and so on.

In this chapter, we have presented 2D/3D human action recognition using properties of the segmented human body parts’ eigenvalues and eigenvectors. Our system uses eigenvalues and eigenvectors within a 2D image or 3D volume data and is very efficient and robust in partial occlusion and clutter of 3D model as shown in experiments. The human action recognition in 2D images was still affected by camera viewpoint, because the skeletal features from back of users could not extract the typical features of target object, but the 3D reconstructed model from multiple images solved the problems of 2D image based human ac-
(a) New image adding within already established cluster in database

(b) Cluster reconstruction after adding a new image image. Red boxed image is the new position in a cluster within database.

Figure 5.16: Cluster reconstruction using hierarchical image clustering when a new image is added.
5.4. SUMMARY

As shown in our experimental results, 2D image based on human action recognition was still dependent on viewpoint. However, 3D model based on human action recognition methodology overcame the dependency of camera viewpoint. 3D model segmentation part was very critical in our system in the view of performance related to running time and acceptance ratio. We could focus more on our effort to reducing the processing time for 3D model segmentation. Our system could also be extend to 3D model detection and retrieval.

5.4.2 Sketch-based image retrieval

The query-by-sketch based target object detection and image retrieval is a very efficient method to express users’ intension for Human Computer Interaction. The performance of Sketch based Image Retrieval is very dependent on the nature of complex image data, on the extraction of meaningful features from complex images, and on the similarity measure determined by a roughly sketched image.

In this chapter, we have presented our approach for extraction of tensorial features and the measurement of similarities and enhanced hierarchical image classification techniques. The essential idea is based on the analysis of the tensor topology in order to extract the ellipsoidal characteristics of features. We have proven that our hierarchical image clustering methodology is very efficient to retrieve the most similar image from a large repository in a short time and scalable to the addition of new images into the database.

Our proposed sketch based image retrieval will not be limited to 2D image search and retrieval. We will extend our methodology to the understanding of 2D/3D motions of target objects. Especially, we will focus in particular on a 3D structural analysis in the space of tensor fields.
Chapter 6

Conclusion and Discussion

6.1 Conclusion

This dissertation presents a novel approach for markerless motion capture and its analysis for various applications in the field of computer vision and computer graphics. Our proposed markerless motion capture and analysis method did not request any prior information of the target objects which have high-degree of freedom. Even though there was a partial occlusion and a clutter in the background or motion ambiguities within the target objects, we successfully extracted and split the skeleton features by using the eigen-features which came from diffusion tensor fields.

First, we briefly surveyed the historical developments of motion capture and its analysis and heavily studied related works which were researched during the last twenty years in the area of markerless motion capture, photo-realistic 3D reconstruction to build the 3D model from multiple images and skeletal feature extraction and similarity measure using the properties of diffusion tensor fields in Chapters 1 and 2.

Skeletal feature extraction and its splitting methodology within the deformable objects was explained in Chapter 3. The skeleton which was analyzed by using Normalized Gradient Vector Flow and connecting the degenerate points in the space of diffusion tensor fields, was successfully split by measuring the similarity between neighboring skeletal features. Our proposed skeleton extraction and splitting method was very efficient and robust against the noise of the appearance models. We conducted the experiments to show the effectiveness of our proposed method by comparing to previous skeleton extraction methods, measuring the Eu-
clidean distance between the ground truth of joints and extracted features by using our method.

The 3D skeletal feature extraction and splitting method which was analyzed in Chapter 4 was an extension of two-dimensional Normalized Gradient Vector Flow and diffusion tensor fields, but the similarity measure method for splitting the neighboring voxels was different from 2D approach. We have compared our approach to model based human motion estimation using the Pseudo-Zernike Moment method. The Pseudo-Zernike model based human motion analysis method was faster than our proposed method, but it had limitations in visualizing and segmenting the deformable objects in detail. In particular, its technology in the field of computer vision and computer graphics was very dependent on the capacity of computers and cameras. With the help of the parallel calculation using hardware accelerated GPU and high speed cameras, we realized the real-time 3D reconstruction and motion analysis. The running time which was shown in Chapter 4 for photo-realistic 3D model reconstruction showed that our proposed method made it possible to real-time rendering and analysis in an arbitrary viewpoint.

In Chapter 5, we presented the human action recognition and sketch-based target object detection and retrieval to show that our motion analysis method could be applied to diverse areas in computer vision. The applications using our proposed method were very important in the view of understanding the user's intention in multiple camera environment. In human action recognition, the ellipsoidal representation of segmented regions showed how much the subregions were rotated and translated from the origin. These features were used for classifying and learning each human action.

**6.2 Discussion**

Our system to detect and retrieve the image or 3D model is in essence based on a single-query 2D image /3D model. However, natural phenomena are composed of multiple target objects. There are limitations in retrieving the multiple images using our proposed methodology because we need to separate the unknown 2D/3D model into several target objects and retrieve the models in database. Most 3D object retrieval are based on a single query image or 3D model. In a hierarchical clustering methodology, there are no problems to retrieve the most similar 3D models in database because we cannot access the other object classes when the hierarchy of target object is decided.
The various topics in computer graphics and computer vision are going to understand the user’s behaviors and his/her intentions by analyzing their motion. Even though numerous novel techniques are invented by many researchers in this area, there is still a gap between an advanced visualization and analysis tool, and actual acceptance of engineers and scientists for whom the work is intended. Some pipelines of our proposed system are already displayed in the museum\textsuperscript{1} to interactively analyze the user’s motion. We need to complement our system for usage in diverse environments without the help of skilled engineers and scientists. In particular, the medical applications using motion analysis are very critical because they are very closely related to human’s life. So we need to carefully analyze and visualize the motion not to miss the important information.

\textsuperscript{1}Heinz Nixdorf Museum Form, Paderborn, GERMANY
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