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Abstract

The thermomechanical constitutive model for fully dense shape memory alloys (SMAs) developed in Part I [D.C. Lagoudas, P.B. Entchev, to be published. Modeling of transformation-induced plasticity and its effect on the behavior of porous shape memory alloys. Part I: constitutive model for fully dense SMAs, Mechanics of Materials, this issue] of this two-paper series is used in a micromechanical averaging scheme to establish a model for the effective mechanical behavior of porous shape memory alloys. An incremental formulation of the Mori–Tanaka averaging scheme is employed in this work, where the porous material is treated as a two-phase composite with an SMA matrix and the pores as the second phase. The simultaneous development of transformation and plastic strain in the SMA matrix is taken into account. Expressions for the effective elastic and tangent stiffness tensors are presented as well as an expression for the evolution of the effective inelastic strain. The material parameters used by the model are estimated for the case of porous NiTi SMA processed from elemental Ni and Ti powders. Two different porous NiTi alloys are considered in the current work—material with large pore size (∼1 mm) and with small pore size (∼25 μm). The results of the model simulations for compressive mechanical loading of both types of porous SMAs are compared with the experimental data.
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1. Introduction

Driven by biomedical applications, recent emphasis has been given to porous SMAs. The possibility of producing SMAs in porous form opens new fields of application, including reduced weight and increased biocompatibility. Perhaps the most successful application of porous SMAs to this date is their use as bone implants (Shabalovskaya et al., 1994; Ayers et al., 1999; Simske et al., 1997). One of the main reasons for such a success is the biocompatibility of the NiTi alloys used in the above cited works. In addition, the porous structure of the alloys allows ingrowth of the tissue into the implant.

In the last several years since the fabrication techniques for porous SMAs have been
established, additional applications have also been considered. The potential applications of porous SMAs utilize their ability to carry significant loads. Beyond the energy absorption capability of dense SMA materials, porous SMAs offer the possibility of higher specific damping capacity under dynamic loading conditions. One of the applications, which utilizes the energy absorption capabilities of porous SMAs, is the development of effective dampers and shock absorbing devices. It has been demonstrated that a significant part of the impact energy is absorbed (Lagoudas et al., 2000). The reason for such high energy absorption is the sequence of forward and reverse phase transformations in the SMA matrix. In addition to the inherent energy dissipation capabilities of the SMA matrix, it is envisioned that the pores will facilitate additional absorption of the impact energy due to wave scattering.

Another advantage of porous SMAs is the possibility to fabricate them with gradient porosity. This porosity gradient offers enormous advantage in applications involving impedance matching at connecting joints and across interfaces between materials with dissimilar mechanical properties. The use of such porous SMA connecting elements will prevent failure due to wave reflections at the interfaces, while at the same time providing the connecting joint with energy absorption capabilities. Also currently of great interest is the use of porous SMAs in various vibration isolation devices. It is envisioned that such devices will find applications in various fields ranging from isolation of machines and equipment to isolation of payloads during launch of space vehicles. To increase the energy absorption capabilities a second phase, which would fill the pores, can also be added. Another advantage of porous SMAs is their lightweight, which would further facilitate their use in space applications.

Finally, it is also envisioned that the porous SMAs may be utilized as multifunctional materials. One such application is to use the pores and the connecting channels for fluid transport, which will provide active cooling/heating of the porous SMA. Another possible application is to design a porous SMA filter and control its temperature to vary the diameter of the channels for fluid flow. It should be noted that these latest developments are still being actively researched and have not yet been used in commercial applications.

In addition to the models developed for fully dense SMAs and reviewed in Part I, models for porous SMAs have started to appear during recent years. Recent achievements in this area are briefly summarized below. Since a porous SMA can be viewed as a composite with an SMA matrix and the pores as the second phase, the models presented for active SMA-based composites are also reviewed.

A great number of research papers have appeared in the literature devoted to modeling of porous materials. While some of them deal with the elastic response of the materials, the inelastic and more specifically, plastic behavior has also been a topic of research investigations. Different aspects of modeling of porous and cellular solids are presented by Green (1972), Gurson (1977), Jeong and Pan (1995) and Gibson and Ashby (1997), among others. The idea behind the works of Green (1972) and Gurson (1977) is to derive a macroscopic constitutive model with an effective yield function for the onset of plasticity. In addition, the work of Gurson (1977) deals with the nucleation and evolution of porosity during loading. A comprehensive study on porous and cellular materials is presented in the book by Gibson and Ashby (1997). However, most of the modeling in that work is presented in the context of a single cell modeling for high-porosity materials. The cells are modeled using the beam theory to account for the ligaments between the pores. In addition, the walls of the pores in the case of closed cell porosity are modeled as membranes. Both the elastic properties as well as the initiation of plasticity are modeled.

Since the emerging of the SMA-based active composites their modeling has been the subject of a number of research papers. One approach to modeling of these composites is to extend the theories for linear composites, which is well developed (e.g., see the review papers by Willis (1981, 1983) and the monograph by Christensen (1991)).

Some of the modeling work on SMA composites has been performed using the approximation of an existence of a periodic unit cell (Achenbach and Zhu, 1990; Nemat-Nasser and Hori, 1993;
Lagoudas et al., 1996). One of the recent works on porous SMAs also used the unit cell approximation to evaluate the properties of porous SMAs (Qidwai et al., 2001). Even though the existence of periodic arrangement of pores in a real porous SMA material is an approximation, this assumption provides insight into global material behavior in the form of useful limiting values for the overall properties. Additionally, an approximate local variation of different field variables like stress and strain indicating areas of concentration due to porosity can be obtained. These results may provide design limitations in order to minimize or even avoid microbuckling, plastic yielding and consequently loss of phase transformation capacity over number of loading cycles. The assumption of periodicity and symmetry boundary conditions reduce the analysis of the porous SMA material to the analysis of a unit cell. In addition, appropriate loading conditions need to be applied, which do not violate the symmetry of the problem (Qidwai et al., 2001). In a recent work DeGiorgi and Qidwai (2001) have investigated the behavior of porous SMA using a mesoscale representation of the porous structure and have also studied the effect of filling the pores with a second polymeric phase. Micromechanical averaging techniques have also been used to determine the averaged macroscopic composite response. Among the micromechanics averaging methods, the two most widely used are the self-consistent method and the Mori–Tanaka method. Both approaches are based on the presumption that the effective response of the composite can be obtained by considering a single inhomogeneity embedded in an infinite matrix. According to the self-consistent method (Hershey, 1954; Kröner, 1958; Budiansky, 1965; Hill, 1965) the interactions between the inhomogeneities are taken into account by associating the properties of the matrix with the effective properties of the composite, i.e., embedding the inhomogeneity in an effective medium. Some self-consistent results for spherical pores in an incompressible material are presented by Budiansky (1965). Contrary to this approach, the Mori–Tanaka method initially suggested by Mori and Tanaka (1973) and further developed by Weng (1984) and Benveniste (1987) takes into account the interactions between the inhomogeneities by appropriately modifying the average stress in the matrix from the applied stress, while the properties of the matrix are associated with the real matrix phase. These averaging techniques can also be used to determine the averaged macroscopic response of the porous material with random distribution of pores. In this case the material is treated as a composite with two phases: dense matrix and pores.

Recently, both averaging approaches have been applied to obtain effective properties of composites with inelastic phases. For example, a variant of the self-consistent method using incremental formulation (Hutchinson, 1970) has been used to model composites undergoing elastoplastic deformations. Lagoudas et al. (1991) have used an incremental formulation of the Mori–Tanaka method to obtain the effective properties of a composite with an elastoplastic matrix and elastic fibers. Boyd and Lagoudas (1994) have applied the Mori–Tanaka micromechanical method to model the effective behavior of a composite with elastomeric matrix and SMA fibers and have obtained the effective transformation temperatures for the composite. In a different work, Lagoudas et al. (1994) have applied the incremental Mori–Tanaka method to model the behavior of a composite with elastic matrix and SMA fibers. Another group of researchers (Cherkaoui et al., 2000) has applied the self-consistent technique to obtain the effective properties of a composite with elastoplastic matrix and SMA fibers. A two-level micromechanical method has been presented by Lu and Weng (2000), where the SMA constitutive behavior has been derived at the microscopic level and the overall composite behavior has been modeled at the mesoscale level using the Mori–Tanaka method.

In a previous work (Entchev and Lagoudas, 2002) the authors have presented a model for porous SMAs derived using micromechanical averaging techniques. The model was derived by treating the porous SMA as a two-phase composite, with a dense SMA matrix and a second phase to represent the pores. A thermomechanical constitutive model was utilized to model the response of the SMA matrix. However, the model used by Entchev and Lagoudas (2002) did not
account for the development of permanent plastic strains in the dense SMA matrix.

The experimental observations for the mechanical behavior of porous SMAs in the pseudoelastic regime have shown that a significant part of the developed strain is not recovered upon unloading. Even upon heating the specimen in a furnace with no load applied this unrecoverable strain remains unchanged. Thus, the development of this strain has been attributed to plasticity (Lagoudas and Vandygriff, 2003). As shown in Part I of the current work (Lagoudas and Entchev, to be published), similar effects have been observed during mechanical testing of fully dense SMAs.

In the current Part II of this two-part series, the behavior of the porous SMA will be modeled. The micromechanical model presented by Entchev and Lagoudas (2002) will be used. The dense SMA matrix will be modeled using the constitutive model for SMA developed in Part I of this work, while the inhomogeneities will be treated as elastic phases with stiffness equal to zero. The properties of two different porous NiTi SMAs will be established and the results from the numerical simulations will be compared to the experimental results.

The remainder of the paper is organized as follows: the micromechanical averaging model for porous SMAs will be briefly summarized in Section 2. The estimation of the material parameters for the porous NiTi SMA and results for numerical simulation of various boundary value problems for porous SMA bars will be presented in Section 3. A summary of the results and conclusions are presented in Section 5.

The direct notation is adopted in this work. Capital bold Latin letters represent fourth-order tensors (effective stiffness \(\mathbf{L}\), compliance \(\mathbf{M}\), etc.) while bold Greek letters are used to denote second-order tensors—lower case for the local quantities (stress \(\sigma\), strain \(\varepsilon\)) and capital for the macroscopic quantities (effective stress \(\Sigma\), strain \(\mathbf{E}\)). Regular font is used to denote scalar quantities as well as the components of the tensors. Multiplication of two fourth-order tensors \(\mathbf{A}\) and \(\mathbf{B}\) is denoted by \(\mathbf{AB} = (AB)_{ijkl} \equiv A_{ijpq} B_{pqkl}\), while the operation “:” defines contraction of two indices when a fourth-order tensor acts on a second-order one, \(\mathbf{A} : \mathbf{E} \equiv A_{ijkl} \varepsilon_{kl}\).

To distinguish between the references from the current Part II and previous Part I (Lagoudas and Entchev, to be published) of this two-part paper, the references from Part I in the current work will have the prefix “I”. For example, Section I-1 will refer to Section 1 of Part I.

2. Modeling of porous shape memory alloys using micromechanical averaging techniques

The model for porous SMAs presented by Entchev and Lagoudas (2002) is utilized in the current work. The behavior of the SMA matrix is modeled using the constitutive model presented in the previous section. An overview of the main results of the model presented by Entchev and Lagoudas (2002) is given below.

2.1. Modeling of the effective behavior of porous SMAs

The model treats the porous SMA as a two-phase composite material with an SMA matrix and second phase representing the pores. The Cauchy stress in the matrix is denoted by \(\sigma^m\), the linearized strain is \(\varepsilon^m\) and the inelastic strain is \(\varepsilon^{in,m}\).

Note that the inelastic strain in the matrix may contain both transformation and plastic components. The matrix is characterized by its elastic stiffness \(L^m\) (compliance \(M^m = (L^m)^{-1}\)) and tangent stiffness \(T^m\). The volume fraction of the matrix phase is \(c^m\) and the volume fraction of the pores is \(c^f = 1 - c^m\). The porous SMA is characterized by its effective elastic stiffness \(\mathbf{L}\), tangent stiffness \(\mathbf{T}\) and effective stress, strain and inelastic strain \(\Sigma, \mathbf{E}\) and \(\mathbf{E}^{in}\). A detailed derivation of the micromechanical model is presented by Entchev and Lagoudas (2002) and only the expressions for the effective elastic stiffness \(\mathbf{L}\), tangent stiffness \(\mathbf{T}\) and the increment of the effective inelastic strain \(\dot{\mathbf{E}}^{in}\) are presented here.

To connect the macroscopic strain rate to the microscopic one, two types of strain concentration factors are defined. The instantaneous strain concentration factor \(\mathcal{A}(x)\) is defined as (assuming that the local strain is driven by the macroscopic strain):
\[ \dot{\varepsilon} = \mathcal{A}(x) : \dot{\mathbf{E}}. \]  

(1)

The tensor \( \mathcal{A}(x) \) is generic and takes different values in different phases such that

\[ \mathcal{A}(x) = \begin{cases} A^m(x), & x \in V^m, \\ A^i(x), & x \in V^i. \end{cases} \]  

(2)

The *elastic* strain concentration factor \( \mathcal{A}^{el}(x) \) is similar to the instantaneous strain concentration factor but is defined for the case of elastic loading (unloading).

Thus, the overall elastic stiffness \( \mathbf{L} \) is given by

\[ \mathbf{L} = c^m \mathbf{L}^m \mathbf{A}^{el,m}, \]  

(3)

where \( \mathbf{A}^{el,m} \) is the average *elastic* strain concentration factor for the matrix:

\[ \mathbf{A}^{el,m} = \frac{1}{V^m} \int_{V^m} \mathcal{A}^{el}(x) \, dV. \]  

(4)

The expression for the elastic stiffness (3) is well-known and presented in the literature (see, for example the works of Hill, 1963; Weng, 1984; Benveniste, 1987).

Next, an expression for the overall tangent stiffness \( \mathbf{T} \) is given:

\[ \mathbf{T} = c^m \mathbf{T}^m \mathbf{A}^m, \]  

(5)

where \( \mathbf{A}^m \) is the average *instantaneous* strain concentration factor for the matrix. In the case of elastic behavior the above expression for the macroscopic tangent stiffness will take the same form as the expression for the macroscopic elastic stiffness.

The next step in establishing the macroscopic constitutive behavior of the composite is the derivation of an evolution equation for the macroscopic inelastic strain \( \mathbf{E}^{in} \). The expression for \( \dot{\mathbf{E}}^{in} \) is given by:

\[ \dot{\mathbf{E}}^{in} = \dot{\mathbf{E}} - c^m \mathbf{M}^m \mathbf{L}^m : (\mathbf{A}^m : \dot{\mathbf{E}} - \langle \dot{\varepsilon}^{in} \rangle_m) \\
- \mathbf{M}^i \mathbf{L} : (\mathbf{E} - \mathbf{E}^{in}), \]  

(6)

where the quantity \( \dot{\varepsilon}^{in} \) is given by

\[ \dot{\varepsilon}^{in} = \dot{\varepsilon}^{el,m} + \dot{\varepsilon}^{el,i} + \dot{\mathbf{M}}^m : \mathbf{\sigma}^m, \]  

(7)

and the subscript \( m \) indicates that the volume average is taken over the matrix phase \( V^m \). The above Eq. (6) is a first order ODE for \( \mathbf{E}^{in} \). Since the coefficients of this equation (overall elastic compliance, elastic stiffness of the matrix as well as the concentration factor) change during the phase transformation, they ultimately depend on \( \mathbf{E}^{in} \). Thus this equation is non-linear and cannot be integrated directly for given history of the overall strain \( \mathbf{E} \).

Thus, expressions for the overall elastic stiffness \( \mathbf{L} \), overall tangent stiffness \( \mathbf{T} \) and the evolution of the overall inelastic strain \( \mathbf{E}^{in} \) which fully characterize the behavior of a porous SMA are derived.

2.2. Evaluation of the strain concentration factors

The Mori–Tanaka method is used in this work to calculate the concentration factors. One of the reasons for choosing the Mori–Tanaka method is the fact that in porous SMAs the matrix is readily identified. Another reason is its relative simplicity, compared to the self-consistent method, which is implicit. For the case of ellipsoidal inhomogeneities the Mori–Tanaka estimate of \( \mathbf{A} \) (see Lagoudas et al., 1991) is given by

\[ \mathbf{A} = [\mathbf{I} + c^m \mathbf{S}^E]^{-1}, \]  

(8)

where \( \mathbf{S}^E \) is the Eshelby tensor, which is defined for the shape of inhomogeneities and the matrix tangent stiffness. Using the well-known identity

\[ c^m \mathbf{A}^m + c^i \mathbf{A}^i = \mathbf{I} \]  

the average strain concentration factor for the matrix is given by

\[ \mathbf{A}^m = \frac{1}{c^m} (\mathbf{I} - c^i \mathbf{A}^i). \]  

(9)

The estimates of the average elastic strain concentration factors \( \mathbf{A}^{el,m} \) and \( \mathbf{A}^{el,i} \) used in the evaluation of the macroscopic elastic stiffness \( \mathbf{L} \) are obtained as

\[ \mathbf{A}^{el,i} = [\mathbf{I} + c^m \mathbf{S}_{E,el}]^{-1}, \]  

(10)

\[ \mathbf{A}^{el,m} = \frac{1}{c^m} (\mathbf{I} - c^i \mathbf{A}^{el,i}). \]  

(11)

The quantity \( \mathbf{S}_{E,el} \) in the equation above is the Eshelby tensor evaluated using the elastic stiffness of the matrix.

To evaluate the Eshelby tensor, the shape of the pores must be specified. A study on the effect of different ellipsoidal pore shapes on the effective properties has been presented by Entchev and
Lagoudas (2002). It has been concluded that a spherical pore shape gives adequate representation of random distribution of pores and at the same time its use greatly reduces computational costs. Thus, a spherical pore shape will also be used in this work.

2.3. Inelastic strain evolution during phase transformation

To demonstrate the capabilities of the model numerical calculations for porous SMA undergoing phase transformation have been performed. As a starting point, first the response during stable transformation cycle is modeled. To accomplish this task, the material parameters for the SMA matrix are selected to correspond to NiTi characterized in the work of Bo et al. (1999). These material parameters are presented in Table I-1. Note that these parameters are for stable transformation cycle.

The developed model is implemented as a user material subroutine (UMAT) in ABAQUS (HKS, 1997). The material subroutine developed in Part I is expanded to take into account the micro-mechanical averaging and the evaluation of the macroscopic transformation strain.

As a representative example, numerical evaluations for the isothermal pseudoelastic response of porous NiTi SMA were performed. The temperature was set to be 343 K. The numerical calculations were performed for an SMA prismatic bar under uniaxial loading. The numerical results were produced using a mesh of two 3-D eight node solid elements, while identical results were obtained for a mesh of eight 3-D elements, since both stress and strain are uniform. The axial effective stress–strain response of the bar for various levels of porosity $c^p = 1 - c^m$ is shown in Fig. 1.

Next, the solution of Eq. (6) during phase transformation is investigated. For convenience equation (6) is shown below, where different components contributing to the overall inelastic strain are identified:

$$
\dot{\mathbf{E}}^{\text{in}} = \left( \mathbf{I} - (\mathbf{A}^{el,m})^{-1} \mathbf{A}^m \right) : \dot{\mathbf{E}} + (\mathbf{A}^{el,m})^{-1} : (\dot{\mathbf{E}}^{\text{m}})^m \\
- \mathbf{M} \mathbf{v}^{i} 
$$

(12)

![Graph of Effective stress–strain response of a porous NiTi SMA bar.](image)

Fig. 1. Effective stress–strain response of a porous NiTi SMA bar.
It can be seen from Eq. (12) that there are three terms contributing to the macroscopic inelastic strain. The first term is due to the difference between the elastic and instantaneous strain concentration factors. In the case that $A_{el}^m$ and $A^m$ are the same this term will vanish. The second term represents the effect of the inelastic strain rate $\langle \dot{e}^{lat} \rangle_m$ in the matrix, which has three contributions, one from the transformation strain, the second from the plastic strain and the third from the stiffness change in the matrix (see Eq. (7)). Note that the inelastic strain rate is multiplied by the inverse of the elastic strain concentration factor $(A_{el}^m)^{-1}$. The third term is due to the change in the effective elastic compliance during the phase transformation.

The contribution of each of the three terms to the macroscopic inelastic strain $E^{in}$ is examined for three different cases. The calculations for all of the three cases are performed on a uniaxial SMA bar with 50% porosity for the loading path shown in Fig. 2. The difference between the three test cases is in the properties of the SMA matrix.

In the first case it is assumed that the SMA matrix undergoes phase transformation and no plastic strains are accumulated. This case describes the situation where the SMA matrix undergoes a stable transformation cycle. Therefore, the overall inelastic strain $E^{in}$ becomes simply the overall transformation strain $E^t$. The material properties for this test case are the same used to obtain the results shown in Fig. 1 and are summarized in Table I-1. The temperature for this case was set to be 343 K. The normal components in the direction of the loading for each of the three terms contributing to the effective transformation strain are plotted in Fig. 3. It can be seen that the contribution of the second term due to the local transformation strain is dominant for the current choice of the material parameters. The contribution of the first term is negative and lowers the value of the effective macroscopic transformation strain. It can thus be seen from the figure that the effect of the difference between the elastic and instantaneous strain concentration factors is not negligible. The third term, which reflects the effect of the effective elastic compliance change has the smallest magnitude of the three terms. Even though the third term is positive because the elastic compliance of the SMA matrix in the martensitic phase is greater than the compliance in the austenitic phase, its contribution to the total transformation strain is negative, due to the negative sign in front of the term in Eq. (12). It is noted that at the end of the reverse transformation the two contributions of the second and the third terms cancel each other, while the contribution of the first term goes to zero. It can be shown analytically that for the case of porous SMAs the part of the second term, corresponding to the change in the stiffness in the SMA matrix, is exactly equal to the third term. However, this result is only valid for a particular choice of the phases, i.e., martensite and austenite have the same Poisson’s ratio, and it will not hold in general.

In the second test case it is assumed that the elastic properties of the martensite and the austenite are the same, i.e., $M^M = M^A$. Then, the rate of inelastic strain in the SMA matrix $\langle \dot{e}^{lat} \rangle_m$ becomes simply the rate of the transformation strain $\langle \dot{e}^{tam} \rangle_m$ in the second term, and the third term vanishes. To illustrate this special case, the results of numerical calculations are show in Fig. 4 for the same porous SMA uniaxial bar with porosity of 50% as in the previous case. The material parameters for this case are the ones shown in Table I-2 or NiTi SMA tested by Strnadfel et al. (1995). The temperature of the test was set to be 300 K. The values after the stabilization of the transformation cycle (final values) of the material parameters are used. The resulting normal strain components are shown in Fig. 4. The same general trend as in the
previous case is observed (see Fig. 3). However, in this case the third term in Eq. (12) is zero.

The third test case is an extension of the second case and considers the situation where both transformation and plastic strain are present. Thus, the inelastic strain rate term in the SMA matrix contains both the rate of transformation strain and the rate of plastic strain. To perform the numerical calculations for this test case the same material properties as in the previous case are used (see Table I-2). However, to be able to model the development of plastic strains both the initial and final sets of parameters are used. Numerical simulations of one full transformation cycle are performed at a temperature of 300 K.

The results showing the contribution of the different term on the overall inelastic strain $E^n$ are shown in Fig. 5. Two effects manifesting the influence of the plastic strain on the development of the overall inelastic strain are observed. First, since the rate of the plastic strain in the matrix $\dot{e}^{p,m}$ enters the second term in Eq. (12) it is seen that its contribution at the end of the loading–unloading cycle does not vanish. The second effect is due to the different tangent stiffness during loading and unloading. The difference in the tangent stiffness is caused by the development of the plastic strain and it results in different evaluations of the instantaneous matrix strain concentration factor $A^m$ during loading and unloading. Therefore, it is seen
that the total contribution of the first term (cf. Eq. (12)) at the end of the transformation cycle does not vanish. These two effects result in the development of non-zero total inelastic strain $E^m$ at the end of the loading–unloading cycle. To better illustrate the situation, the stress–strain curve for this test case is shown in Fig. 6. The residual macroscopic strain at the end of the cycle (at zero applied stress) seen in the figure is caused by the two effects discussed here.

3. Estimation of the material parameters and simulation of the response of porous NiTi bars

Porous NiTi specimens were fabricated from elemental Ni and Ti powders using HIPping techniques in the Active Materials Laboratory at Texas A&M University (Vandygriff et al., 2000). Using two slightly different processing cycles two different porous NiTi alloys were produced. The first alloy was fabricated at a temperature of ≈940 °C and is characterized by its small pore size (on the order of 25 μm). The fabrication temperature for the second alloy was ≈1000 °C and the sizes of its pores are significantly larger (pores as large as 1 mm are observed). A detailed analysis of the composition of the two alloys was performed by Lagoudas and Vandygriff (2003) using energy-dispersive X-ray spectrometry (EDS) and further using wave-dispersive X-ray spectrometry (WDS). The analysis has revealed evidence of multiple intermetallic phases present in both large and small pore alloys. The greater part of the material for large pore alloys was identified as equiatomic NiTi. However, the material contains numerous needle-like structures having a width of approximately one-half micron. These needle-like structures were too small to be analyzed without interference from the surrounding medium. By analyzing some of the larger intersections of needle-like phases however, it is presumed by a slight increase in the percentage of Ni that the needle
phases are Ni rich phases. For the small pore alloy five different phases, i.e., NiTi, Ni2Ti, NiTi3 and elemental Ni and Ti were identified. The apparent reason for the presence of relatively large intermetallic phase regions in the small pore alloy is the lower fabrication temperature, which leads to incomplete diffusion of the elemental powders.

The porosity of the specimens was measured by taking micrographs and estimating the ratio of the area occupied by the pores to the total area at different cross-sections. The estimate of the porosity was also verified by comparing the density of the porous NiTi material with the theoretical density of fully dense NiTi. The porosity of the small pore alloy is estimated to be equal to 50% while the porosity of the large pore alloy is equal to 42%. Micrographs of typical specimens for both small and large pore alloys are shown in Figs. 7 and 8. The dark areas on the micrographs, shown in Figs. 7 and 8 represent the pores, while the lighter areas are occupied by NiTi.

The porous NiTi specimens were further analyzed using differential calorimetry techniques. The DSC test curves for both small and large pore alloys are shown in Figs. 9 and 10, respectively. The upper curves seen in Figs. 9 and 10 represent the normalized heat flow into the specimen during heating and the lower curves represent the heat flow out of the specimen upon cooling. The tests indicate solid–solid phase transformation at approximately 44 and 42 ºC for the small and large pore alloys during heating (martensite-to-austenite) and -12 and 20 ºC during cooling (austenite-to-martensite) for the small and large pore specimens, respectively. Therefore, depending on whether the
specimen was previously heated or cooled, either martensite or austenite crystalline structure can be present at room temperature (22 °C). The cooling curves for both alloys show evidence of a dual peak that is indicative of an R-phase.

The fabricated porous NiTi specimens have a cylindrical shape with a nominal diameter of 13 mm and a length of 35 mm. The specimens were mechanically tested under compressive load. Load from a hydraulic MTS load frame was applied through two compression plates. An extensometer was used to take the strain measurements during testing. The specimens were tested using a cyclic loading–unloading pattern by loading quasi-statically up to a stress and strain level and then unloading to zero stress. For each subsequent cycle, the stress and/or strain were increased with respect to the previous level. The resulting stress–strain response for a typical small pore specimen, tested at a temperature of 60 °C is shown in Fig. 11 and shows evidence of pseudoelastic behavior upon unloading. However, full strain recovery is not observed, which is due to plastic strain development in the SMA matrix. The typical stress–strain response for a large pore specimen also tested at 60 °C is shown in Fig. 12. The results for the second specimen are qualitatively similar to the result for the small pore specimen. However, certain distinctions are observed from Figs. 11 and 12. The initial tangent stiffness of the austenite and martensite are different in the two specimens. The approximate stiffness of the austenite phase in the large pore specimen is approximately 15 GPa, about twice that of the small pore austenite phase stiffness of 7 GPa. This difference in the stiffness may be partially due to incomplete diffusion of the powders in the small pore specimen and the resulting partial adherence of the powder particles. The difference in the pore volume fraction of the two types of specimens also contributes to the difference in the stiffness. Thus, while the maximum reached strain level for the two specimens is similar, the stress levels differ significantly.

When a large pore specimen is loaded to strain levels beyond 5% it starts to fail by forming microcracks, which was evident by the cracking and popping noises during loading. This failure is identified on the stress–strain curve by the decrease of the stress as the strain is increased (Fig. 12). The formation of microcracks was also confirmed after analyzing micrographs of the tested specimen after the testing, shown in Fig. 13. It can be seen that cracks form and propagate through pore walls. The residual strain after each loading/unloading step (see Fig. 14) was further analyzed. As it can be seen from Fig. 14, the residual strain follows a well-defined trend leading to saturation after the sixth loading step. Beginning with the seventh loading step, the rate of accumulation of the residual strain sharply increases. This increase can be attributed to the plastic yielding of the material.

Fig. 11. Stress–strain response of small pore porous NiTi alloy tested at 60 °C.

Fig. 12. Stress–strain response of large pore porous NiTi alloy tested at 60 °C.
in the martensitic phase without further phase transformation. This plastic yield is due to the stress concentrations at the boundaries of the pores. Thus, the combined effect of the plastic yield and the formation of microcracks is observed as formation of the second increase of the residual strain, as shown in Fig. 14.

The failure of the small pore specimens is markedly different from the one suffered by the large pore specimens. The small pore specimens failed catastrophically, forming large cracks that propagated throughout the entire specimen, causing the specimen to break into multiple fragments.

3.1. Estimation of the material properties for porous NiTi

Using the experimental data presented in Figs. 9–12 the material parameters for both types of porous NiTi alloy are estimated in this section. First, the estimation of the parameters for the small pore NiTi alloy is presented. The procedure presented here is outlined in Section I-3. Care must be exercised when taking into account the porosity. The values of the stress appearing during the estimation of the parameters in Section I-3 must be calculated for the SMA matrix. Therefore, to connect the stress in the matrix with the applied stress, the Mori–Tanaka method is used. Only one set of material parameters is obtained, since the experimental data is not sufficient to obtain complete two sets (initial and final, see Sections I-2.4 and I-3).

First the material parameters for a transformation cycle without plastic strains are estimated. To accomplish this, the residual plastic strain after each increment is subtracted from the total strain. Thus, only the elastic/phase transformation response is obtained (see Fig. 15). The material parameters are estimated for a transformation.

![Fig. 13. Microcracking of the large pore porous NiTi SMA bar during compressive loading.](image1)

![Fig. 14. Residual strain in the large pore porous NiTi SMA bar compressive loading.](image2)

![Fig. 15. Elastic/phase transformation stress–strain response of small pore porous NiTi alloy: comparison of the experimental results with the model simulations.](image3)
loop which is the envelope of the experimental results shown in Fig. 15.

To proceed with the estimation of the material properties, it is assumed that the SMA matrix is isotropic with Poisson’s ratio $\nu^A = \nu^M = 0.33$. Next, the Young’s elastic moduli of austenite and martensite are evaluated by solving the inverse Mori–Tanaka problem for the porous material and using the experimental data. The value of the effective Young’s modulus of the porous austenite is measured using the slope at the beginning of the loading (see Fig. 15) and the corresponding value of the Young’s modulus for the austenitic matrix is evaluated from the inverse Mori–Tanaka method to be $E^A = 19.7$ GPa. Similarly, the value of the effective Young’s modulus of the porous martensite is obtained using the unloading slope of the last loading cycle (see Fig. 15), which results in $E^M = 19.0$ GPa. The values of the thermal expansion coefficient for martensite and austenite are taken from the work of Lagoudas and Bo (1999) and are equal to $\alpha^A = 11.0 \times 10^{-6}$ K$^{-1}$ and $\alpha^M = 6.0 \times 10^{-6}$ K$^{-1}$. Similarly, the values of the specific heat constants $c^A$ and $c^M$ are obtained from the literature (Bo and Lagoudas, 1999). Since the loading cases considered in this work are isothermal, the last four constants will not have any effect on the numerical results, but they are still necessary for successful runs of the numerical code.

The martensitic start temperature $M^0$ is determined from the calorimetric test data, shown in Fig. 9. As explained earlier, the cooling curve in Fig. 9 shows evidence of a dual peak that is indicative of an $R$-phase. The second peak was used to obtain the value of the martensitic start temperatures $M^0 = 269.5$ K.

The experimental stress–strain curves shown in Fig. 11 differ from the stress–strain response expected for NiTi. Namely, it is expected that after initial hardening the pseudoelastic stress–strain curve reaches a plateau with subsequent hardening after the phase transformation is complete. However, the results shown in Fig. 11 reach a plateau without exhibiting the second hardening. In addition, the value of the recovered transformation strain is smaller than expected for a NiTi alloy. Therefore, these results suggest that the material does not undergo full austenite-to-martensite phase transformation. Thus, the value of the maximum transformation strain cannot be accurately obtained using the available experimental data. To overcome this difficulty a value of the maximum transformation strain $H = 3\%$ which is typical for NiTi has been used in this work. Then, it follows that the maximum value of the martensitic volume fraction $\xi$ reached during the stress loading is approximately equal to 0.5. The value of the material parameter $\rho\Delta s_0$ is estimated to be equal to $-0.03$ MJ/(m$^3$ K) where Eq. (I-46) has been utilized by calculating the value of the stress in the matrix using the Mori–Tanaka method. The value of the material parameter $Y$ is estimated to be equal to $Y = 1.3$ MJ/m$^3$.

There is no available data on the dependance of the current maximum transformation strain $H^{cur}$ on the value of the applied stress for this alloy. Therefore, to evaluate the drag stress parameters the data for a dense NiTi alloy shown in Fig. I-6 is used with an appropriate scaling such that the maximum transformation strain for high values of stress is equal to the maximum transformation strain $H = 0.03$. The back stress parameters $D^1, D^2, D^3$, and $m_1$ are evaluated by curve-fitting of the transformation stress–strain curve during forward transformation. The parameter governing the curvature of the minor transformation loops is estimated to be $\gamma = 4.0$. The comparison of the model simulations for one loop using the estimated parameters with the experimental stress–strain data is shown in Fig. 15. It can be seen that the simulation results closely match the experimental curve.

Once the parameters for a single transformation cycle are determined, the only unknowns are the parameters connected with the development of the plastic strains. To obtain the values of the parameters $C^p_1$ and $C^p_2$ one must have data on the evolution of plastic strain with the number of cycles. Since the loading cycles performed during the experiments are not complete, to establish the values of the parameters, a slightly different procedure than the one described in Section I-3 is used. First the model is used to establish the values of the internal parameter $\zeta^d$ at the end of each loading cycle. Next, the value of the plastic strain
at the end of each loading cycle is found from the experimental results. Thus, the relationship between the plastic strain and the accumulated detwinned martensitic volume fraction is found. Using this data and Eq. (I-51) the values of the parameters $C_1^p$ and $C_2^p$ are estimated. Note that the procedure presented in Section I-3 can still be utilized if complete transformation cycles were performed. The complete set of material parameters for the small pore NiTi alloy is summarized in Table 1.

The material parameters for the large pore porous NiTi alloys are estimated following the same procedure and using the data shown in Figs. 10 and 12. Only the data before the plastic yield and the formation of microcracks is used to estimate the material parameters. Some of the material parameters are identical for both the small and large pore NiTi alloys. Therefore, only the parameters which are unique for the large pore alloy are summarized in Table 2.

It is noted that the obtained material parameters for both small and large pore porous NiTi are different from the ones used earlier in Section I-2. This difference can be explained by the different processing parameters of the material. The material parameters in Section I-2 are obtained for NiTi wires, which have a substantial amount of cold work, as well as different heat treatments from the porous SMA material. In contrast, the porous SMA material has not undergone any thermomechanical treatment, such as marforming or cold work.

3.2. Comparison of the experimental results with model simulation

A finite element model reflecting the geometry of a typical specimen (diameter of 13 mm and length of 35 mm) is constructed. The domain is discretized using eight-node quadratic axisymmetric elements. In order to allow for both compression and combined compression–torsion loading, results of which are presented in a sequel, elements with a twist degree of freedom were used. Since the axial stress does not vary for both loading cases, only one layer of elements in the axial direction is used. The length of the elements in the axial direction is chosen to be 1.75 mm. To capture the stress variation in the radial direction, 5 elements are used. The finite element mesh and the loading history are shown in Fig. 16.

The comparison of the compressive stress–strain response for the small pore NiTi alloy simulated by the model with the experimental data is shown in Fig. 17. The material properties presented in Table 1 have been used during the numerical calculations. Overall, very good agreement between the results is obtained. Several observations are made from Fig. 17. First, the effective Young’s moduli for both austenite and

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Material parameters for small pore porous NiTi SMA</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physical constants</strong></td>
<td></td>
</tr>
<tr>
<td>$E^A = 19.7$ GPa</td>
<td>$x^A = 11.0 \times 10^{-6}$ K$^{-1}$</td>
</tr>
<tr>
<td>$E^M = 19.0$ GPa</td>
<td>$x^M = 6.6 \times 10^{-6}$ K$^{-1}$</td>
</tr>
<tr>
<td>$\rho c^A = 2.12$ MJ/(m$^3$ K)</td>
<td>$v = 0.33$</td>
</tr>
<tr>
<td>$\rho c^M = 2.12$ MJ/(m$^3$ K)</td>
<td></td>
</tr>
<tr>
<td><strong>Parameters characterizing the phase transformation</strong></td>
<td></td>
</tr>
<tr>
<td>$M^g = 269.5$ K</td>
<td>$\rho \Delta S_0 = -0.03$ MJ/(m$^3$ K)</td>
</tr>
<tr>
<td>$H = 0.03$</td>
<td>$Y = 1.3$ MJ/m$^3$</td>
</tr>
<tr>
<td>$D_1^g = 7.83 \times 10^6$ MPa</td>
<td>$D_1^g = 2.0$ MPa</td>
</tr>
<tr>
<td>$D_2^g = -1.18 \times 10^6$ MPa</td>
<td>$D_2^g = -2.5$ MPa</td>
</tr>
<tr>
<td>$D_3^g = 1.01 \times 10^6$ MPa</td>
<td>$m_1 = 3.5$</td>
</tr>
<tr>
<td>$D_4^g = -4.19 \times 10^6$ MPa</td>
<td></td>
</tr>
<tr>
<td>$D_5^g = 6.61 \times 10^6$ MPa</td>
<td></td>
</tr>
<tr>
<td><strong>Minor loop parameter</strong></td>
<td></td>
</tr>
<tr>
<td>$\gamma = 4.0$</td>
<td></td>
</tr>
<tr>
<td><strong>Parameters characterizing the accumulation of plastic strain</strong></td>
<td></td>
</tr>
<tr>
<td>$C_1^p = 6.0 \times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>$C_2^p = 1.66$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Material parameters for large pore porous NiTi SMA</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physical constants</strong></td>
<td>$E^A = 42.0$ GPa $E^M = 32.0$ GPa</td>
</tr>
<tr>
<td><strong>Parameters characterizing the phase transformation</strong></td>
<td></td>
</tr>
<tr>
<td>$M^g = 293.0$ K</td>
<td>$\rho \Delta S_0 = -0.05$ MJ/(m$^3$ K)</td>
</tr>
<tr>
<td>$D_1^g = 12.0$ MPa</td>
<td>$Y = 3.0$ MJ/m$^3$</td>
</tr>
<tr>
<td>$D_2^g = 1.0$ MPa</td>
<td></td>
</tr>
<tr>
<td><strong>Minor loop parameter</strong></td>
<td>$\gamma = 1.0$</td>
</tr>
<tr>
<td><strong>Parameters characterizing the accumulation of plastic strain</strong></td>
<td></td>
</tr>
<tr>
<td>$C_1^p = 0.052$</td>
<td></td>
</tr>
<tr>
<td>$C_2^p = 0.25$</td>
<td></td>
</tr>
</tbody>
</table>
martensite are correctly reproduced by the model, since their values have been used for the model calibration. The slope of the stress–strain curve during the transformation is in good agreement with the experimental data. The behavior of the material during minor loops is also correctly reproduced.

Next, the comparison of the plastic strain predicted by the model with the plastic strain developed during the testing of the material is presented. As explained earlier, the evolution of plastic strain in the direction of the loading $E^p$ is presented as a function of the accumulated detwinned martensitic volume fraction $\xi^d$. The comparison of the model simulation with the experimental data is shown in Fig. 18. It can be seen that the model simulation closely follows the experimental results.

Similar results have been calculated for the large pore porous NiTi alloy using the material parameter shown in Table 2. The comparison of the numerical results with the experimental stress–strain data is shown in Fig. 19. It can be seen that the results of the numerical simulations are in good agreement with the experimental data. The plot of the plastic strain versus the accumulated detwinned martensitic volume fraction is shown in Fig. 20.
4. Porous NiTi bars under multiaxial loading

The loading cases described above represent uniaxial loading of porous SMA bars. However, most engineering applications require the capability to handle more complex loading paths, involving multiaxial non-proportional loading. It is envisioned that the capability to model such loading cases will become increasingly important as porous SMAs are used in various new applications, such as vibration isolation of multiple degrees of freedom and biomedical applications.

As an example, porous SMAs are currently considered viable material for manufacturing bone implants. Analyzing the behavior of such implants and their interaction with the living bone tissue requires capabilities to handle multiaxial loading paths. In addition, the modeling of complex loading paths will facilitate experimental work, which will provide results necessary for the calibration of the constitutive model, which is three dimensional.

To test and demonstrate the three-dimensional capabilities of the model, the response of the small pore NiTi porous SMA bar with 50% porosity, described in Section 3.1, is modeled under combined compression–torsion loading. Different loading cases were tested: compression–torsion, torsion–compression as well as simultaneous compression–torsion. The boundary conditions and the loading histories for these cases are shown in Fig. 21 while the finite element mesh is the same as shown in Fig. 16(a). The maximum value of the applied rotation (see Fig. 21) was taken to be \( \theta_{\text{max}} = 0.02 \) rad \((\approx 1.15^\circ)\), which corresponds to 11.4 rad/m (1.8 full revolutions per meter) rotation, while the maximum value of the displacement in the axial direction during the second loading step was taken to be \( u_{\text{max}} = -0.125 \) mm, corresponding to macroscopic axial compressive strain of \( E_{zz} = 0.071 \). Both compression and rotation boundary conditions were applied on the top surface of the specimen, while the bottom surface was held fixed in the \( z \)- and \( \theta \)-directions. Traction-free boundary condition in the radial direction was applied. The numerical simulations were performed at temperature of 60 °C. The analyses were performed on a single processor DIGITAL™ Alpha 600AU workstation. Forty eight loading increments were performed to complete both loading and unloading steps and the CPU time required to perform the computations varied between 32.0 sec for the case of combined loading to 48.7 sec for the case of torsion–compression loading.

The history of the stresses and the martensitic volume fraction for the three cases are shown in Fig. 22 for an element positioned at the outer surface of the bar. It is seen that the results for the combined compression–torsion loading case resemble superposition of the results under com-
pression and torsion applied independently, while for the case of compression–torsion the material fully transforms during the compressive loading (depending on the value of the imposed axial strain) and the response under torsion is elastic. Thus only the results for the torsion–compression loading are presented in greater detail. The contour plot of the martensitic volume fraction in the SMA matrix at the end of the torsional loading (the value of loading parameter equals to 0.5) for the porous bar is shown in Fig. 23. It is observed from the figure that the contours corresponding to
the same value of $\xi$ are concentric circles. The maximum value of the martensitic volume fraction is $\xi = 0.67$ at the external boundary of the bar, where the shear stress is maximum, while its minimum value is $\xi = 0.0$ close to the center of the bar.

Next, the history of the stresses and the martensitic volume fraction are shown for an element positioned at the outer surface of the bar (the element is indicated in Fig. 23). For comparison purposes, the same loading case was tested on a fully dense NiTi SMA bar with the same geometry and the same material properties. The same finite element mesh of 100 quadratic axisymmetric elements as in the case of compressive loading was used. The average values of the axial and shear stress and the average value of the martensitic volume fraction versus the loading parameter for both the porous and the fully dense SMA bar are plotted on Fig. 24. It can be seen from the results that initially the porous SMA material behaves

---

Fig. 23. Contour plot of the martensitic volume fraction in the porous NiTi SMA bar at the end of the torsional loading.

Fig. 24. History of the axial stress, shear stress and the martensitic volume fraction during torsion–compression loading.
elastically, with the onset of the phase transformation near the value for the loading parameter of about 0.15. The partial phase transformation continues to the end of the torsional loading (the value of the loading parameter is 0.5). Next, with the application of compressive loading, the phase transformation continues and it is fully completed close to the value of the loading parameter of 0.85. Due to the phase transformation during the compressive loading the shear stress $\Sigma_{xy}$ is partially relaxed, as indicated in Fig. 24. Upon further loading the material behaves elastically with the elastic properties of martensite. Similar trends are observed for the case of the dense SMA bar, but the stress values are much higher than the ones in the case of the porous bar.

5. Conclusions

In the current Part II of this two-part paper a micromechanical averaging model for porous SMAs, based on incremental formulation of the Mori–Tanaka method, has been presented. The micromechanical model utilizes the constitutive model for dense SMAs which has been presented in Part I of this work. Since the constitutive model for the dense SMA matrix, developed in Part I (Lagoudas and Entchev, to be published), takes into account the simultaneous evolution of transformation and plastic strains, the necessary modifications to the micromechanical model have been presented. In particular, the components of the effective inelastic strain now contain plastic strains, as shown in Section 2.3. In addition, non-linear transformation hardening, which is a result of gradual phase transformation in the SMA matrix, is also considered by the current model.

To demonstrate the three-dimensional capabilities of the model, various boundary value problems involving sequential and simultaneous compression and torsion of porous NiTi SMA bars have been analyzed. In particular, the case of sequential torsion–compression loading has been analyzed in great detail and various results have been presented.

A detailed procedure for the estimation of the material parameters for porous SMAs has been presented. The evaluation of the material parameters is given for the case of an SMA material undergoing stress-induced martensitic phase transformation. Experimental data for two different porous NiTi alloys fabricated from elemental powders have been used to estimate the material parameters. Using the estimated parameters, numerical simulations of the mechanical behavior of porous SMA bars under compression have been performed. The results of the numerical simulations have been compared with the experimental stress-strain response of the material. One drawback of using elemental powders for fabrication of porous SMAs is the lack of knowledge of material parameters for the SMA matrix. The use of pre-alloyed NiTi powders, which will result in better controlled material parameters, will be considered in a future work.
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