Abstract—This letter considers the problem of recovering a positive stream of Diracs on a sphere from its projection onto the space of low-degree spherical harmonics, namely, from its low-resolution version. We suggest recovering the Diracs via a tractable convex optimization problem. The resulting recovery error is proportional to the noise level and depends on the density of the Diracs. We validate the theory by numerical experiments.

I. INTRODUCTION

Many applications in engineering and physics consider signals that lie on spheres (see for instance [3], [20], [24], [19]). In this letter we consider the problem of recovering a positive stream of Diracs on the sphere from its low-resolution measurement. The natural way to model a low-resolution version of a signal on a sphere is by its projection onto the space of low-degree spherical harmonics, as will be explained in Section II.

This work is motivated by the problem of estimating the orientations of the white matter fibers in the brain using diffusion weighted magnetic resonance imaging (MRI) [21]. It is common to model the measured signal as a spherical convolution of the underlying distribution of fiber bundles, called the orientation density function, with the point spread function of the diffusion tensor imaging sequence which smears out the fine details of the fibers’ distribution. The orientation density function is modeled as a stream of Diracs on the sphere. The locations and the positive weights of the Diracs represent the orientations of the fibers and the partial volume of the fiber within a voxel, respectively [29], [15]. Therefore, the mathematical model elaborated in Section II suits this application.

From the theoretical side, as far as we know, this is the first work to suggest a stable recovery of positive signals on the sphere from their low-resolution measurements. This result is part of ongoing effort to derive recovery guarantees for super-resolution of signals in various geometries and settings (e.g. [10], [11], [25], [14], [7], [8], [5], [6]).

Several papers considered the recovery of Diracs on a sphere with general coefficients (not necessarily positive) from their low-resolution measurements. In [6], [9] it was shown that recovery via convex optimization is robust under the assumption that the Diracs are sufficiently separated (see Theorem II.2).

The papers [16], [17] employ a finite rate of innovation framework to super-resolve Diracs on the sphere. This framework does not need any assumption on the Diracs distribution. However, these works have no robustness guarantees. Additionally, in [9] it was proven that separation is necessary for robust recovery in the presence of noise by any method.

Following [26], we show that if the Diracs are known to be positive then the separation condition can be replaced by a weaker condition called Rayleigh regularity, which quantifies the density of the Diracs. We suggest recovering the Diracs via a tractable convex optimization problem. The resulting recovery error is proportional to the noise level and depends on the Rayleigh regularity of the signal.

The letter is organized as follows. In section II, we formulate the problem and present necessary mathematical background. Section III presents our main result, which is proved in Section IV. Ultimately, Section V shows some numerical experiments, which corroborate the theoretical results.

II. PROBLEM FORMULATION AND BACKGROUND

Any point on the bivariate unit sphere $S^2$ is parametrized as $x := (\phi, \theta) \in [0, 2\pi] \times [0, \pi]$. The distance between two points $x_i, x_j \in S^2$ is measured as

$$
\rho(x_i, x_j) := \arccos (x_i \cdot x_j).
$$

Spherical harmonics play a key role in the analysis of signals in a vast variety of tasks, analysis methods and sampling theorems, see for instance [1], [28], [12], [23], [22]. Let $Y_n(S^2)$ denote the space of spherical harmonics of degree $n$ and let

$$
Y_{n,k} = A_{n,k} e^{jk\varphi} P_{n,k}(\cos \theta), \quad k = -n, \ldots, n,
$$

be an orthonormal basis of $Y_n(S^2)$, where $P_{n,k}(x)$ is an associated Legendre polynomial of degree $n$ and order $k$, and

$$
A_{n,k} := \sqrt{\frac{2n + 1}{4\pi} \frac{(n - |k|)!}{(n + |k|)!}}.
$$

The functions $\{Y_{n,k}\}$ are the eigenfunctions of the Laplacian on $S^2$, and thus can be understood as the extension of Fourier analysis on the sphere. Any function $g \in L_2(S^2)$ can be expanded as

$$
g(x) = \sum_{n=0}^{\infty} \sum_{k=-n}^{n} \langle g, Y_{n,k} \rangle Y_{n,k}(x).
$$

In this work, we consider a discrete positive signal of the form

$$
f(x) = \sum_{m=1}^{M} c_m \delta(x - x_m), \quad c_m > 0,
$$

where $\delta(x)$ is the Dirac delta function.
where $\delta [x]$ is the Kronecker delta function and $X := \{x_m\}$ is the signal’s support. We assume that the signal lies on some predefined grid $S^2_L \subset S^2$ and that any pair of points on the grid $x_i, x_j \in S^2_L$ satisfy $\rho (x_i, x_j) \geq 1/L$ for some $L \geq 1/\pi$. The higher $L$ is, the higher the target resolution we want to achieve.

The information we have on the signal is its projection onto the space of the low $N$ spherical harmonics

$$y_{n,k} = \langle f, Y_{n,k} \rangle + \eta_{n,k}, \quad n = 0, \ldots, N, \quad k = -n, \ldots, n,$$  \hspace{1cm} (II.3)

where $\eta := \{\eta_{n,k}\}$ is some noise or model mismatch which is assumed to be bounded. In matrix notation we may write

$$y = F_N f + \eta \iff s = F_N^* y = P_N f + F_N^* \eta,$$ \hspace{1cm} (II.4)

where $y := \{y_{n,k}\}$, $F_N$ is a linear operator mapping a signal to its low $N$ spherical harmonic coefficients, and the adjoint operator is given by $F_N^* z(x) = \sum_{n \leq N, |k| \leq n} \overline{z}_{n,k} Y_{n,k}(x)$. The operator $F_N^* F_N$ is the orthogonal projection onto the space of spherical harmonics of degree $N$, denoted by $V_N$. We aim to recover the sets $\{c_m\}$, $\{x_m\}$ from the noisy low-resolution measurements (II.3).

In recent papers \cite{6, 9}, it was shown that signals of the form (II.2) with general coefficients (namely, not necessarily positive values) can be recovered robustly from $V_N$ by solving a tractable convex program. This holds provided that the signal’s support $X$ satisfies the following separation condition:

**Definition II.1.** A set of points $X \subset S^2$ is said to satisfy the minimal separation condition if

$$\min_{x_i, x_j \in X, i \neq j} \rho (x_i, x_j) \geq \frac{\nu}{N},$$

for a fixed separation constant $\nu$ that does not depend on $N$, where $\rho$ is defined in (II.1).

We will also make use of the notion super-resolution factor (SRF). The SRF quantifies the ratio between the resolution we want to achieve, specified by the grid spacing $1/L$, and the resolution we measure, namely,

$$SRF := \frac{L}{N}.$$ \hspace{1cm} (II.5)

The main result of \cite{9} then states the following:

**Theorem II.2.** Let $X = \{x_m\} \subset S^2_L$ be the support of a signal of the form (II.2) with general coefficients $c_m \in \mathbb{R}$. Let $\{y_{n,k}\}$ be as in (II.3) with $\|y\|_{\ell_2} \leq \delta$. For sufficiently large $L$, if $X$ satisfies the separation condition of Definition II.1 then the solution $\hat{f}$ of

$$\min_{g \in S^2_L} \|g\|_{\ell_1} \text{ subject to } \|y - F_N g\|_{\ell_2} \leq \delta,$$ \hspace{1cm} (II.6)

satisfies

$$\|\hat{f} - f\|_{\ell_1} \leq C_0 SRF^2 \delta,$$

for some fixed constant $C_0$.

**Remark II.3.** The minimal separation constant $\nu$ was evaluated numerically to be $2\pi r$. The separation of $\frac{\pi r}{N}$ coincides with the spatial resolution of signals on spheres \cite{27}.

The aim of this letter is to derive a stability result for the recovery of positive signals on the sphere from their low-resolution measurements. In this case, as presented in the next section, the separation condition can be replaced by a weaker condition called Rayleigh regularity.

### III. MAIN RESULT

In \cite{6}, it was proven that a positive signal on the sphere with $M \leq N/2$ (i.e. maximal cardinality of $N/2$) can be perfectly recovered from its noiseless projection onto $V_N$. However, the recovery is not stable in the presence of noise.

To derive a stability result, we use the notion of Rayleigh regularity. A univariate signal with Rayleigh regularity $r$ has at most $r$ spikes within a resolution cell of size $\frac{\pi r}{N}$ for a separation constant $\mu$. In the multidimensional case, the definition of Rayleigh regularity is less intuitive (see discussion in \cite{4}) and can be interpreted as a density measure of the signal. For $r = 1$, the definition coincides with Definition II.1.

**Definition III.1.** We say that the set $P \subset S^2_L$ is Rayleigh-regular with parameters $(\mu, r; N, L)$ and write $P \in \mathcal{R}_{id}^{\text{SRF}}(\mu, r; N, L)$ if

- $P = P_i \cup \cdots \cup P_t$ and $P_i \cap P_j = \emptyset$ for all $i \neq j$,
- for all $i = 1, \ldots, t$, $P_i$ satisfies the separation condition of Definition II.1 with constant $\mu$.

We denote the set of positive signals of the form (II.2) with support $X \in \mathcal{R}_{id}^{\text{SRF}}(\mu, r; N, L)$ as $\mathcal{R}_{+}(\mu, r; N, L)$.

The notion of Rayleigh regularity was used in \cite{26} to derive stability results for the recovery of positive signals from their low-degree Fourier coefficients. Our results can be seen as an extension to signals on spheres.

In the sequel, we assume that the noise satisfies $\|F_N^* \eta\|_{\ell_2} \leq \delta$ and suggest to recover the signal by solving the feasibility (convex) problem

$$\text{find } g \in S^2_L \text{ subject to } \|s - P_N g\|_{\ell_1} \leq \delta, \ g \geq 0.$$ \hspace{1cm} (III.1)

Now, we are ready to present our main theorem. The theorem states that by solving the convex program (III.1), one can stably recover a positive signal on the sphere from its low-resolution measurements. The recovery error is proportional to the noise level and depends on the Rayleigh regularity of the signal.

**Theorem III.2.** Let $f \in \mathcal{R}_{+}(\nu r; r; N, L)$ be of the form (II.2) and consider the measurement model (II.3). Then, for sufficiently large SRF, any solution $\hat{f}$ of (III.1) satisfies

$$\|\hat{f} - f\|_{\ell_1} \leq 4C_1^{-1} r^{2r} SRF^{2r} \delta,$$

for some fixed constant $C_1 > 0$.

**Corollary III.3.** In the noiseless case, $\delta = 0$, the recovery is exact.

As we show in the simulations, minimizing the $\ell_1$ norm in (III.1) among all feasible solutions results in a low recovery error.
IV. PROOF OF THEOREM 3.2

The proof exploits the technique presented in [26] (see also [4]). We commence by presenting the following Lemma which is a direct consequence of the construction in [6]:

Lemma IV.1. Suppose that the set $\Xi = \{\xi_m\} \subset S^2$ satisfies the separation condition of Definition 2.1. Then, for sufficiently large $N$ there exists a polynomial $q$ in $V_N$ obeying

\[ q(\xi) = 0, \quad \forall \xi \in \Xi, \]
\[ q(\xi) \geq C_1 N^2 \rho(\xi, \xi_m)^2, \quad \rho(\xi, \xi_m) \leq \sigma/N, \quad \forall \xi_m \in \Xi, \]
\[ q(\xi) \geq C_2, \quad \text{if } \rho(\xi, \xi_m) > \sigma/N, \quad \forall \xi_m \in \Xi, \]

for constants $C_1 > 0$ and $0 < C_2 < 1$.

Set $h := \hat{f} - f \subset S^2_L$, where $\hat{f}$ is the solution of the convex program (3.1). Let $H := \{x \in S^2_L : |h(x)| < 0\}$ and thus $H \subset X$. By assumption $f \in \mathcal{R}_{\mathbb{R}^+}(v, r; N, L)$ and consequently $H \in \mathcal{R}^{idx}(v, r; N, L)$. Therefore, by Definition 3.1 the set $H$ can be presented as a disjoint union of $r$ sets $H_i = \cup_{i=1}^r H_i$, where $H_i \in \mathcal{R}^{idx}(v, 1; N, L)$ for all $i = 1, \ldots, r$. Observe that by simple rescaling $N = N/r$ we have

\[ \mathcal{R}^{idx}(v, r; N, L) = \mathcal{R}^{idx}(v, 1; N, r, L). \]

Then, for each set $H_i$ there exists an associated interpolating polynomial $q_i(x) \in V_N/r$ as given in Lemma IV.1.

The key ingredient of the proof is the following construction:

\[ \hat{q}(x) = \prod_{i=1}^r q_i(x) - \alpha, \]

where $\alpha > 0$ is a constant to be determined later. A product of spherical harmonics of degrees $N_1, N_2$ is a spherical harmonic of degree $N_1 + N_2$ and the computation of the corresponding representation is known as Clebsch-Gordan. Therefore, $\hat{q} \in V_N$. We denote by $\hat{q}_L[x]$ the restriction of $\hat{q}(x)$ to the grid $S^2_L$.

By construction, for all $x \in H$ we have $q_i(x) = 0$ for some $i = 1, \ldots, r$. Therefore,

\[ \hat{q}_L[x] = \prod_{i=1}^r q_i(x) - \alpha = -\alpha. \]

Additionally, for sufficiently large SRF (see (2.5)) we get that for all $x \in S^2_L \setminus H$,

\[ \hat{q}_L[x] \geq C_1 r^{-2r} (N/r)^{2r} - \alpha \]
\[ = C_1 r^{-2r} SRF^{-2r} - \alpha. \]

By setting

\[ \alpha := \frac{1}{2} C_1 r^{-2r} SRF^{-2r} < 1/2, \quad (IV.1) \]

we conclude that

\[ \hat{q}_L[x] = -\alpha, \quad \forall x \in H, \quad (IV.2) \]
\[ \hat{q}_L[x] \geq \alpha, \quad \forall x \in S^2_L \setminus H. \]

Once we have constructed the appropriate polynomial $\hat{q}$, the rest of the proof follows directly. On one hand, by (IV.4) and (IV.1) we get

\[ |\langle \hat{q}_L, h \rangle| = |\langle P_N \hat{q}_L, h \rangle| \]
\[ = |\langle \hat{q}_L, P_N h \rangle| \]
\[ \leq \|\hat{q}_L\|_{\ell_\infty} \|P_N (\hat{f} - f)\|_{\ell_1} \quad (IV.3) \]
\[ \leq \|\hat{q}_L\|_{\ell_\infty} \left( \|P_N \hat{f} - s\|_{\ell_1} + \|s - P_N f\|_{\ell_1} \right) \]
\[ \leq 2\delta. \]

On the other hand as $\hat{q}_L$ and $h$ have the same sign pattern on $S^2_L$ and by (IV.2) we have

\[ |\langle \hat{q}_L, h \rangle| \leq \sum_{x \in S^2_L} |\hat{q}_L[x]| h[x] \]
\[ = \sum_{x \in S^2_L} |\hat{q}_L[x]| |h[x]| \quad (IV.4) \]
\[ \geq \frac{\alpha}{\|h\|_{\ell_1}}. \]

Combining (IV.3), (IV.4) and (IV.1) we conclude that

\[ \frac{\|h\|_{\ell_1}}{\alpha} \leq \frac{2\delta}{\alpha} \]
\[ = 4C_1 r^{-2r} SRF^{2r} \delta. \]

V. NUMERICAL EXPERIMENTS

We now verify the theoretical results of this paper via numerical experiments. The convex optimization problems were solved using CVX [13]. In all experiments, we set the separation constant $\nu$ to be $\frac{\sigma}{\Pi^2}$ and chose a uniform grid

\[ S^2_L := \left\{ \left( \frac{2\pi q}{L}, \frac{\pi p}{L} \right) : (q, p) \in [0, \ldots, L - 1]^2 \right\}. \]

The signal support was generated as a union of $r$ disjoint sets that were drawn randomly on the sphere, while keeping the separation requirements of Definition 3.1. For each support location, an associated amplitude was drawn randomly from a uniform distribution on the interval $(0, 10)$. Then, we computed the projection of the signal onto $V_N$ and added an iid normal additive noise.

We solve the convex program (3.1) and chose the solution $\hat{q}_L$ with minimal $\ell_1$ norm over all feasible solutions. Figure VI.1 presents a recovery example of a signal with Rayleigh regularity of $r = 3$ in a noisy environment of $SNR = 30$ dB. In Figure VI.2 we compare the output of the CVX program with and without minimizing the $\ell_1$ norm among all feasible solutions. The recovery error was computed as the normalized $\ell_1$ error, i.e.

\[ \text{error} = \frac{1}{L^2} \sum_{p,q=1}^L \left| \hat{f}[q,p] - f[q,p] \right|. \]

Table VI.1 shows the mean recovery error as a function of the Rayleigh regularity parameter $r$ with $SNR = 30$ and $SRF \approx 4$. 

\[ 1 \text{We assume here that } N/r \text{ is an integer for clarity. This assumption is not necessary for the results to hold.} \]
Table V.1: Mean $\ell_1$ recovery error (over 10 experiments) of the solutions of (III.1) with minimal $\ell_1$ norm as a function of the noise level with the parameters $L = 50, N = 12, SRF=4, r = 3$ and SNR=30 db.

<table>
<thead>
<tr>
<th>Rayleigh regularity</th>
<th>r=1</th>
<th>r=2</th>
<th>r=3</th>
<th>r=4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean recovery error</td>
<td>0.0026</td>
<td>0.0148</td>
<td>0.0285</td>
<td>0.0584</td>
</tr>
<tr>
<td>Max recovery error</td>
<td>0.0059</td>
<td>0.0365</td>
<td>0.0452</td>
<td>0.0699</td>
</tr>
</tbody>
</table>

Figure V.1: An example for the recovery of a signal on the sphere from its projection onto $V_N$ with the parameters $L = 60, N = 15, SRF=4, r = 3$ and SNR=30 db.

Figure V.2: The mean $\ell_1$ recovery error (over 10 experiments) as a function of the noise level with the parameters $N = 12, L = 50$ and $r = 2$. The blue asterisks and the red crosses present the recovery error with and without minimizing the $\ell_1$ norm among all of the solutions of (III.1), respectively.
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