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Abstract—We show that the sum capacity of “spatially well-correlated” Gaussian MIMO broadcast channel (BC) is rather larger than that of the uncorrelated (i.i.d. Rayleigh fading) Gaussian MIMO BC, assuming a special structure of transmit correlation of users. Moreover, a potential sum-rate gap of an ideal correlated Rayleigh fading channel is shown to be $M \log M$ over the uncorrelated case, where $M$ is the number of transmit antennas. Finally, we propose a joint spatial division and multiplexing (JSDM) scheme based on opportunistic beamforming that can achieve the optimal multiuser diversity gain with very limited channel state information (CSI) feedback in realistic scenarios, not requiring the special structure of transmit correlation.

I. INTRODUCTION

In the point-to-point case, the fundamental limits and optimal precoding of spatially correlated fading MIMO channels have been well characterized in a variety of transmit correlation models. On the contrary, the fundamental limits of spatially correlated multi-user (MU) MIMO channels have not been fully understood in general models on transmit correlation matrices. The interested readers in the other regime where both $M$ and $K$ are large with $M \geq K$ are encouraged to refer to our companion paper [7]. In this paper, we first show that the sum capacity of correlated Gaussian MIMO BC may be significantly larger than that of uncorrelated Gaussian MIMO BC, under the unitary structure of transmit correlation of users. Moreover, the potential sum-rate gap of a correlated fading channel is $M \log M$ over the uncorrelated case, in some circumstances. Not relying on the unitary structure unusual in practice, we propose a JSDM scheme with opportunistic beamforming [8] and prove that for $K$ large, it can achieve the optimal sum-rate scaling with minimal feedback. Finally, simulation results show that when $K = 100$, the proposed scheme already realizes a large portion of multi-user diversity gain for $M = 4$.

II. SYSTEM DESCRIPTION

Consider the downlink of a single-cell FDD system with a base station (BS) with $M$ antennas serving $K$ UTs (user terminals) equipped with a single antenna each, whose channels obey the one-ring channel model [9], a special case of the well-known Kronecker correlation model with no receive antenna correlation. Let $\mathbf{R}$ denote the transmit correlation matrix, define $r = \text{rank}(\mathbf{R})$ and also let $r^\ast$ denote the number of dominant (non-negligible) eigenvalues of $\mathbf{R}$. By using the Karhunen-Loeve transform, the channel vector from the BS...
antenna array to a UT can then be expressed as \( \mathbf{h} = U \Lambda^{1/2} \mathbf{w} \), where \( \mathbf{w} \in \mathbb{C}^{r \times 1} \sim \mathcal{CN}(0, \mathbf{I}) \), \( \Lambda \) is an \( r \times r \) diagonal matrix whose elements are the non-zero eigenvalues of \( \mathbf{R} \), and \( U \in \mathbb{C}^{M \times r} \) is a matrix whose columns are the eigenvectors of \( \mathbf{R} \) corresponding to the non-zero eigenvalues.

In what follows, we briefly review the idea of JSDM. More details can be found in [6], [7]. JSDM is based on a structured (two-stage) precoding given by the transmit signal \( \mathbf{z} = B \mathbf{p} \), where \( B \in \mathbb{C}^{M \times b} \) is a pre-beamforming matrix that depends only on the channels second-order statistics, i.e., on \( \{ \mathbf{U}_g, \mathbf{A}_g \} \), or on some directional information extracted from \( \mathbf{R} \), and \( \mathbf{P} \in \mathbb{C}^{b \times S} \) is a beamforming matrix that depends on either the instantaneous realization of channel vectors linearly transformed by \( B \) or any other instantaneous\(^\dagger\) CSI feedback with reduced dimensionality.

In order to embed a useful structure into users’ transmit correlation for arbitrarily distributed users and scatterer geometry, we have to elaborately partition the entire set of users, \( \mathcal{K} = \{1, 2, \ldots, K\} \) into \( T \) non-overlapping subsets, \( T^{(1)}, T^{(2)}, \ldots, T^{(T)} \), which we call classes in this work. Users associated to different classes are served with different downlink resources. Class \( t \) has \( G_t \) groups. For simplicity, however, we may assume a symmetric system where each class has \( G \) groups and each group has the same number of dominant eigenvalues such that \( r^*_g = r^* \) for all \( g \). Let the integer \( K^{(t)} \) denote the number of users assigned to group \( g \) of class \( t \) such that \( K = \sum_t \sum_g K^{(t)} \) to take the notion of class into account. Then, the \( t \)th class can be written as \( T^{(t)} = \{ G_1^{(t)}, G_2^{(t)}, \ldots, G_G^{(t)} \} \), where \( G_g^{(t)} = \{ g_1^{(t)}, g_2^{(t)}, \ldots, g_{K^{(t)}} \} \) with \( g_k = \sum_{j=1}^{t-1} g_j + k \). Throughout this paper, the superscript \( (t) \) for classes is omitted unless necessary. Then, we let \( g_k = (g-1)K + k \).

Once user partitioning is done, we let \( \mathbf{H}_g \) denote the aggregate channel matrix of group \( g \) and \( B_g \in \mathbb{C}^{M \times b_g} \) denote pre-beamforming matrices, where \( b_g \) is closely related to \( r_g^* \) and not smaller than the number of data streams for group \( g \), denoted by \( S_g \). In case of treating signals from other groups as interference, the precoding matrix takes on the block-diagonal form \( \mathbf{P} = \text{diag}(\mathbf{P}_1, \mathbf{P}_2, \ldots, \mathbf{P}_G) \), where \( \mathbf{P}_g \in \mathbb{C}^{b_g \times S_g} \), yielding the vector broadcast plus interference Gaussian channel

\[
y_g = \mathbf{H}_g^H \mathbf{B}_g \mathbf{P}_g d_g + \sum_{h \neq g} \mathbf{H}_g^H \mathbf{B}_g \mathbf{P}_g d_h + z_g, \quad \text{for all } g. \tag{1}
\]

The structure of transmit correlation can be characterized by the two properties defined as follows.

- Similarity: the eigenvector matrices \( \{ \mathbf{U}_{g_k} \}_{k=1}^{K_g} \) of users in group \( g \) are sufficiently similar to the group eigenvector matrix \( \mathbf{U}_g \). A strict case is that \( \mathbf{U}_{g_k} = \mathbf{U}_g \) for all \( (g, k) \).
- Orthogonality: the eigenvector matrices \( \{ \mathbf{U}_g \}_{g=1}^{G} \) of groups in a class are such that \( \mathbf{U}_g^H \mathbf{U}_h = 0 \), for all \( h \neq g \).

In order to elucidate a potential benefit of JSDM, we now define an ideal structure of the users’ transmit correlation

\[\text{This implies that UTs should immediately feed the CSI back to the BS within every coherence time of channel.}\]

matrices that strictly satisfies the above properties. For this special case, we assume that \( G \) groups are formed in the symmetric manner, i.e., \( r_g = r \) for all \( g \).

**Definition 1 (Tall Unitary Structure):** For \( M \geq rG \), we have a tall unitary structure if \( \mathbf{U}_{g_k} = \mathbf{U}_g \) for all \( k \) and if the \( M \times rG \) matrix \( \mathbf{U} = [\mathbf{U}_1, \ldots, \mathbf{U}_G] \) is tall unitary such that \( \mathbf{U}^H \mathbf{U} = \mathbf{I} \).

For \( M = rG \), we call this the unitary structure since \( \mathbf{U} \) is now unitary. When the tall unitary structure in Definition 1 is available, we simply let \( B = \mathbf{U} \). In this case, the MU-MIMO channel (1) takes on the form

\[
y_g = \mathbf{H}_g^H \mathbf{B}_g \mathbf{P}_g d_g + z_g = \mathbf{W}_g \mathbf{A}_g^{1/2} \mathbf{P}_g d_g + z_g, \quad \text{for all } g \tag{2}
\]

where \( \mathbf{H}_g = \mathbf{B}_g^H \mathbf{H}_g \) denotes the transformed channel, and \( \mathbf{W}_g \) is a \( r \times K_g \) i.i.d. matrix with elements \( \sim \mathcal{CN}(0, 1) \), for all \( g \). The next results show that, under these assumptions, JSDM achieves the same sum capacity of the MU-MIMO downlink with full CSI.

**Theorem 1 ([6]):** Under the tall unitary structure, the sum capacity of the MU-MIMO downlink channel with full CSI is equal to the sum capacity of parallel channels (2), given by

\[
C_{\text{sum}}(\mathbf{H}; P) = \max_{\sum_g \mu(S_g) \leq P} \sum_{g=1}^{G} \log \left| I + \mathbf{A}_g^{1/2} \mathbf{W}_g S_g \mathbf{W}_g^H \mathbf{A}_g^{1/2} \right|
\]

where \( S_g \) denotes the diagonal \( K_g \times K_g \) input covariance matrix for group \( g \) in the dual MAC channel.

**III. IMPACT OF TRANSMIT CORRELATION ON THE CAPACITY OF MULTI-USER MIMO SYSTEMS**

Traditionally, transmit correlation has been considered to be a detrimental source to the capacity of MIMO wireless channels. In the context of multi-user MIMO scheduling, a traditional view on the impact of transmit antenna correlation on the sum capacity of MIMO BC is well represented by [3], which shows that transmit correlation is always harmful to the sum-rate scaling law. This result is revisited in a general way.

For i.i.d. Rayleigh fading channels, it is well known from Sharif and Hassibi [2] that the sum capacity of MIMO Gaussian BCs scales like

\[
C_{\text{sum, i.i.d.}} = M \log \log K + M \log \frac{P}{M} + o(1) \tag{3}
\]

where \( o(1) \) goes to zero as \( K \to \infty \). Furthermore, the same scaling law was shown to be achievable by the random beamforming (RBF), which requires only partial CSI.

If channels have transmit antenna correlation, we can find some partial results on scaling laws for correlated MIMO BCs. In particular, when all users have both the same SNR and the common transmit correlation matrix \( \mathbf{R} \) of full rank, [3] proved that the sum capacity scales like \( M \log \log K + M \log \frac{P^2}{M} + \log |\mathbf{R}| + o(1) \). This implies that the transmit correlation is purely detrimental to the asymptotic capacity since \( |\mathbf{R}| \leq 1 \). As an immediate consequence, we have the general form:
Corollary 1: Assuming that all users have the same $R$ with rank $r \leq M$, we have the sum-rate scaling law
\[ r \log \log K + r \log \frac{P}{r} + \log |A| + o(1). \] (4)

The above assumption that all users have the same transmit correlation is far from realistic transmit correlation of UTs in a cellular system. In what follows, we present a scaling law for a more general MIMO BC, in which users have different transmit correlation with the desirable unitary structure in Definition 1, as an intermediate step to a realistic case in Sec. V. As the sum capacity of a correlated channel under the unitary structure depends largely on $r_g$, we let $G_{r_g}$ denote the sum capacity of this channel, where $r = (r_1, \cdots, r_G)$.

Theorem 2: For fixed $M$ and sufficiently large $K$, the ergodic sum capacity of Gaussian MIMO BC under the unitary structure with $R_g$ of rank $r_g$ is
\[ C_{r_g} = M \log \log K + M \log \frac{P}{M} + \sum_{g=1}^{G} \sum_{m=1}^{r_g} \log \lambda_{g,m} + o(1) \]
where $\lambda_{g,m}$ is the $m$th eigenvalue of $A_g$.

Proof: Owing to Theorem 1, the sum capacity of Gaussian MIMO BC under the unitary structure can be written as
\[ \mathbb{E} \left[ \max_{\mathbf{s}} \log \left| \mathbf{W}_g \mathbf{S}_g \mathbf{W}_g^H + \sum_{g=1}^{G} \log |A_g| \right| \right]. \]

The achievability part of the proof then immediately follows from Corollary 1 with $\text{tr}(\mathbf{s}) = \frac{r_g P}{M}$ for all $g$.

The converse part is given as follows. By defining the $M \times M$ aggregated matrices $A = \text{diag} \{ A_1, \cdots, A_G \}$, $\mathbf{W} = \text{diag} \{ \mathbf{W}_1, \cdots, \mathbf{W}_G \}$, and $\mathbf{S} = \text{diag} \{ \mathbf{S}_1, \cdots, \mathbf{S}_G \}$, the first sum of log det terms in the above equation can be rewritten as
\[ \sum_{g=1}^{G} \log |A_g^{-1} + \mathbf{W}_g \mathbf{S}_g \mathbf{W}_g^H| = \log |A^{-1} + \mathbf{W} \mathbf{S} \mathbf{W}^H|. \]
Similar to the proof of [2, Lem. 1] based on the extreme value theory, for sufficiently large $K$, the right-hand side of the above can be upper-bounded as
\[ \mathbb{E} \left[ \log |A^{-1} + \mathbf{W} \mathbf{S} \mathbf{W}^H| \right] \leq M \log \log K + M \log \frac{P}{M} + o(1) \]
where we used the geometric-arithmetic mean inequality
\[ |A| \leq \left( \frac{\text{tr}(A)}{r} \right)^r \]
with $r$ the rank of $A$, the fact that the maximum of $n$ i.i.d. $\chi^2(2m)$ random variables behaves with high probability like $\log n + O(\log \log n)$, and the logarithmic identity $\log \sum_{i=1}^{n} a_i = \log \left( 1 + \sum_{i=2}^{n} \frac{a_i}{a_1} \right)$, where $a_i$ is non-negative for all $i$. This completes the proof. \hfill \blacksquare

An important implication of the above theorem is that the sum capacity of “spatially well-structured” Gaussian MIMO BC may be much larger than that of “spatially white” (uncorrelated) Gaussian MIMO BC, by exploiting the spatial structure of transmit correlation of users. The following corollary shows this sum-rate gap becomes considerably huge as the angular spread of group $g$ denoted as $\Delta_g$ goes to zero for all $g$ and $M$ (and hence $G$) is large.

Corollary 2: If $\Delta_g$ is sufficiently small such that $r_g$ goes to one for all $g$ and there is no dominant line-of-sight (LoS) component so that Rayleigh fading is still valid, then
\[ \lim_{r \to (1, \cdots, 1)} C_{r_g}^{\text{sum}} - C_{r_i}^{\text{sum}} = M \log M. \] (5)

Proof: In the case of $\Delta_g \to 0$ and equivalently $r_g \to 1$, we have $G = M$ and $\lambda_{g,1} = M$ due to the fact that $\text{tr}(A_g) = M$ for all $g$. By Theorem 2, the sum-rate scaling of this ideal MIMO BC under the unitary structure is $M \log \log K + M \log \frac{P}{M} + M \log M + o(1)$. Comparing this with (3), we conclude (5).

This corollary shows the surprising result that the sum-rate gap of the ideal correlated fading channel under the unitary structure is $M \log M$ over the uncorrelated fading channel case, previously viewed as the best channel condition for the capacity of MU-MIMO downlink. This result shifts the traditional paradigm on transmit antenna correlation from detrimental impact to beneficial impact on the capacity of wireless multi-user systems. Furthermore, this provides an insight into how to design a cellular system since we can control transmit antenna correlation with antenna spacing and/or to some extent by adjusting antenna height.

IV. Group-Specific Beamforming (GBF) with Semi-Unitary User Partition (SUP)

In Theorem 2, we imposed the strong assumption that all users satisfy the unitary structure. Moreover, it is assumed the BS perfectly knows the transformed channel state $\mathbf{H}_g$ fed back by UTs. In what follows, we will show that the same scaling law in Theorem 2 can be achieved in realistic situations, requiring neither the unitary structure nor $\mathbf{H}_g$. We will omit the superscript $*$ on all related notations for convenience throughout the rest of this paper, e.g., $\mathbf{U}_g$ implies $\mathbf{U}_g^*$ hereafter.

We propose a semi-static beamforming called group-specific beamforming. The basic idea of GBF and its CSI feedback is based on opportunistic beamforming [8] and RBF with partial CSI [2]. In order to enable the GBF, we introduce a user partition algorithm that approximately realizes the (tall) unitary structure of users’ transmit correlation, which we will call the SUP algorithm. We describe the SUP algorithm based on fixed pre-beamforming matrices $\mathbf{B}_{g}^{(i)}$ in a compact form.

1) Construction of $\mathbf{B}_{g}^{(i)}$: Select $\mathbf{U}_{g}^{(i)}$ based on a selection criterion such that the orthogonality between $\mathbf{U}_{g}^{(i)}$ is approximated. Then, impose the BD constraint on $\{ \mathbf{U}_{g}^{(i)} \}_{g=1}^{G}$ for each class, which yields $\mathbf{B}_{g}^{(i)}$.

2) Class and group association: UT $i$ chooses and feeds back to the BS its class(es) and group(s) by using the following similarity measure.
\[ (t^*, g^*) = \arg \max_{t,g} \| \mathbf{U}_{i}^{(t)} \mathbf{B}_{g}^{(t)} \|_F. \] (6)

3) Class size reduction: If the number of users associated to a class is zero or notably small, discard that class and associate its users to the other classes according to UT’s alternatives in Step 2). This step is relevant for $K$ small.
The above structure of users transmit correlation can be more strictly defined in the following form, where the first and second conditions are given in terms of the similarity and the orthogonality (in Sec. II) with threshold levels \( \alpha_{LT} \) and \( \beta_{LT} \), respectively.

**Definition 2 (Semi-Unitary Structure):** For \( M \geq \sum_{g=1}^{G} r_{g}^2 \), we have a semi-unitary structure if we can write \( G_g \) as the following subset of \( K \):

\[
G_g = \left\{ i \in K : A^H_i A_i \geq \alpha_{LT} \Lambda_i, \quad C^H_{i,h} C_{i,h} \leq \beta_{LT} I \right\}
\]

where \( A_i = \Lambda_i^{1/2} U_i^H g_j \), and \( C_{i,h} = R_i^{1/2} U_i^H g_j \).

The general transmit signal vector of JSDM for group \( g \) is given by following subset of \( K \):

\[
\mathbf{x}_g = \mathbf{B}_g \mathbf{P}_g \mathbf{d}_g
\]

where \( \mathbf{P}_g \) is a beam selection matrix. If a UT is selected for the \( m \)th beam by the BS scheduler, the beam is mapped by a column of \( \mathbf{P}_g \) to the UT’s element of \( \mathbf{d}_g \). The rationale behind the GBSF is that by virtue of the SUM algorithm, the eigenmodes of users’ transmit correlation \( \mathbf{R}_g \) in group \( g \) are supposed to be similar to those of \( \mathbf{R}_g \). Thus, the pre-beamforming matrix \( \mathbf{B}_g \) closely approximates eigen-beamformers for users in group \( g \).

Since GBSF-SUP treats inter-group interference as noise, the SINR of user \( g_k \) with respect to the \( m \)th beam \( b_{g,m} \) is

\[
\text{SINR}_{g_k,m} = \frac{|h^H_{g_k} b_{g,m}|^2}{\frac{M}{\pi} + \sum_{i=1, i \neq m}^{G} |h^H_{g_k} b_{g,i}|^2 + \sum_{h=1, h \neq g}^{G} \sum_{j=1}^{r_{h}} |h^H_{g_k} b_{h,j}|^2}
\]

(8)

The CSI feedback of GBSF-SUP is the maximum SINR of each user, i.e., \( \max_{1 \leq m \leq r_g} \text{SINR}_{g_k,m} \). Then, the BS schedules each beam \( b_{g,m} \) to the UT in group \( g \) with the highest SINR, i.e., \( \max_{1 \leq k \leq K_g} \text{SINR}_{g_k,m} \).

While RBF requires \( \log_2 M \)-bit instantaneous feedback per UT on beam index, the CSI feedback of GBSF-SUP consists of long-term and instantaneous components. The long-term part is \( \log_2 \sum_i G_i \)-bit feedback on class and group indices from UTs, which are extremely slow varying, and the instantaneous part is \( \log_2 b_{g,m} \)-bit feedback on beam index.

V. ASYMPTOTIC OPTIMALITY OF GBSF-SUP

Sharif and Hassibi [2] proved the asymptotic optimality of the RBF scheme in i.i.d. Rayleigh fading channels when \( K \) is sufficiently large by using a novel approach based on extreme value theory [10]. In essence, the authors showed that SINR’s resulting from RBF are i.i.d. random variables and that the distribution of SINR conforms to sufficient conditions in [10] to apply some well-known results on extreme value theory. Unfortunately, this two requirements have restricted the application of their approach to more general channel models. In particular, [3] captures the impact of transmit correlation on achievable throughput only in the special case where all users have a common transmit correlation matrix \( \mathbf{R}_t \). In a realistic system, users have different transmit correlation matrices \( \mathbf{R}_t \) and the dependence among the intended signal, intra-group interference and inter-group interference is quite burdensome. As we do not assume here the (tall) unitary structure on \( \mathbf{R}_t \), the SINR (8) of GBSF-SUP can not meet the above two requirements. In order to simplify the problem and avoid the difficulty, we introduce a pair of covariance constraints to reformulate and lower-bound the SINR of GBSF-SUP. Moreover, we employ a generalized Chi-squared distribution in [11] to calculate the distribution of SINR and to see if it satisfies the sufficient conditions.

As a complete proof of the asymptotic optimality of GBSF-SUP is quite lengthy, we shall present only an outline as follows. We first have to derive a mathematically tractable lower bound of SINR (8). Since \( \text{SINR}_{g_k,m} \) is very intricate due to lack of some structures in inter-user and inter-group interferences with arbitrary transmit correlations, it is in fact infeasible to establish such a lower bound for all users \((g, k)\). Therefore, we restrict our attention to a set of “opportunistic” users who satisfy the semi-unitary structure, given by covariance constraints in Definition 2, and some short-term constraints. While the semi-unitary structure can be attained by the SUP algorithm in the previous section, the latter constraints are introduced to guarantee that for the set of opportunistic users, a reformulated SINR (denoted by \( \text{SINR}_{g_k,m} \)) is upper bounded by \( \text{SINR}_{g_k,m} \).

Two important issues in this step should be cleared. One is that imposing the short-term constraints on \( h_{g_k} \) shrinks the size of \( |G_g| = K_g \), where \( G_g \) is given in (7), and hence it may reduce the multiuser diversity gain. The other is that we introduce two penalty factors denoted by \( \alpha_{g_k} \) and \( \beta_{g_k} \) to satisfy the short-term constraints and then we have to check if the penalty factors are bounded appropriately by non-zero \( \alpha \) and \( \beta \), respectively. If not so, the resulting lower bound of \( \text{SINR}_{g_k,m} \) may become arbitrarily small. The first issue can be solved by following the same line of [12]. We derive a lower bound on the cardinality of \( |G'_{g_k}| \), where \( G'_{g_k} \) denotes a subset of users \( g_k \) in \( G_g \) who meet the constraints, and show that it is still \( O(K_g) \). Eventually, this multiuser diversity gain reduction is shown to vanish as \( K_g \) goes to infinity. Also, we could prove that the penalty factors are appropriately bounded after some manipulations based on the Cauchy-Schwarz inequality.

Letting \( \alpha_{g_k} = \alpha \) and \( \beta_{g_k} = \beta \) to satisfy the covariance (long-term) and short-term constraints, we now have the asymptotic lower bound of the original SINR \( \text{SINR}_{g_k,m} \):

\[
\text{SINR}'_{g_k,m} = \min \left\{ \frac{|w^H_{g_k} \lambda^{1/2}_{g_k}|^2}{\frac{M}{\alpha \pi} + \frac{1}{\alpha \pi} \sum_{i \neq m} |w^H_{g_k} \lambda^{1/2}_{g,i}|^2 + \frac{\beta}{\pi} \sum_{h \neq g} \sum_{j=1}^{r_{h}} |h^H_{W,g_k} u_{g_k,h,j}|^2} \right\}
\]

(9)

where \( \lambda_{g_k,m} \) and \( u_{g_k,h,m} \) are the \( m \)th column of \( \Lambda_g \) and \( U_{g_k,h} \), respectively, and \( h_{W,g_k} \in \mathbb{C}^{M \times 1} \sim \mathcal{CN}(0, I) \). Here, \( U_{g_k,h} \) consists of \( r_h \) columns of the \( M \times M \) (full-size) unitary matrix \( \mathbf{R}_g \) with rank \( r_g \leq M \), whose subspace is similar (in terms of similarity measure) to the subspace spanned by the columns of \( U_h \) of group \( h \).

The advantage of imposing the covariance and short-term constraints is that the reformulated SINR’s are now i.i.d. for all users \( g_k \in G'_{g} \). Furthermore, the intended signal,
intra-group interference and inter-group interference terms are independent.

In order to evaluate a lower bound of an achievable throughput of GFB-SUP in terms of $\operatorname{SINR}_{g_{k,m}}$ and obtain the scaling law of GFB-SUP, we should figure out the distribution of $\operatorname{SINR}_{g_{k,m}}$. Owing to the sought-after properties above of $\operatorname{SINR}_{g_{k,m}}$ and the generalized Chi-squared distribution [11], the calculation of probability density function (pdf) and cumulative density function (cdf) of $\operatorname{SINR}_{g_{k,m}}$ is much easier than those of the original $\operatorname{SINR}_{g_{k,m}}$. For the space limitation, the details are omitted here. With the distributions of $\operatorname{SINR}_{g_{k,m}}$, we have the following results.

**Theorem 3:** For $M$ fixed and $K$ sufficiently large, the throughput of GFB-SUP scales like

$$M \log \log K + M \log \frac{P}{M} + \sum_{g=1}^{G} \log |\Lambda_g| + o(1).$$

**Proof (Sketch):** We first investigate the asymptotic behavior of the maximum of $\operatorname{SINR}_{g_{k,m}}, k = 1, \ldots, K_o$ by using the result in [10] on extreme value theory. In a way to approach $\operatorname{SINR}_{g_{k,m}}$, to see if it is a positive constant, which is the first condition. It turns out that the first condition is met such that \[ \lim_{x \to \infty} g(x) = \gamma_{g, m} > 0, \] where $\gamma_{g, m} = \frac{M}{\alpha \lambda_{g,m}}$. As to the second condition, we need to find $u$ to satisfy $1 - F(u) = e^{-\gamma_{g, m} u}.\sum_{i=1}^{M-1} \eta_i \left(\frac{1}{\tau_i} + \frac{u}{\lambda_{g,m}}\right)^{-1} = \frac{1}{\rho_g^o}$. By rewriting this equation as $\gamma_{g, m} u = \log K_g^o + \log \sum_{i=1}^{M-1} \eta_i \left(\frac{1}{\tau_i} + \frac{u}{\lambda_{g,m}}\right)^{-1}$ and if we suppose $u = O(\log K_g^o)$, it can be easily seen that

$$u = \gamma_{g, m}^{-1} \log K - \gamma_{g, m}^{-1} \log \log K + O(1).$$

where we used the fact that $K_g^o = O(K)$. It immediately follows from [2, Corollary A.1] and (11) that $\max_{1 \leq k \leq K_o} \operatorname{SINR}_{g_{k,m}}$ behaves like $\gamma_{g, m}^{-1} \log K + O(\log \log K)$ for sufficiently large $K$. Applying this to a throughput resulting from $\operatorname{SINR}_{g_{k,m}}$, we have (10).

Combining the results in Theorem 2 and 3, we have that GFB-SUP can achieve the optimal sum-rate scaling law, despite the very limited CSI at the BS.

**VI. NUMERICAL RESULTS**

We consider here a BS with $M = 4$ and $2^k \times 1$ directional uniform linear array, and UTs uniformly distributed over the range $[60^\circ, 90^\circ]$ with $\Delta_i$ uniformly distributed in the range $[5^\circ, 15^\circ]$. The users’ transmit correlation matrices are generated by the one-ring channel model. We let $T = 2, G = 4, \Delta_g = 10^\circ$, and select angle of departure sets for each class as $\{57.5^\circ, 23.7^\circ, 41.5^\circ\}$ and $\{41.5^\circ, 7.5^\circ, 23.5^\circ\}$.

Fig. 1 compares the sum rates of DPC with greedy user selection (sum capacity), ZFBF-SUS [12], RBF, and GFB-SUP for $M = 4$. When $K = 100$, GFB-SUP already achieves a large portion of the throughput of ZFBF-SUS and even noticeably outperforms as $K$ increases. Note that DPC and ZFBF-SUS assume the full CSI, while GFB-SUP needs only 3-bit long-term CSI feedback, requiring no instantaneous feedback on beam index except for the SINR feedback. As $M$ increases, however, GFB-SUP is shown to require gradually much larger $K$ to approach the performance of ZFBF-SUS. We can also see that the sum capacity of this realistic correlated Rayleigh fading channel is approximately 24% larger than that of the i.i.d. Rayleigh fading channel when $K = 10,000$.
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