Restoration of images corrupted by mixed Gaussian-impulse noise via \( l_1-l_0 \) minimization
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A B S T R A C T

In this paper, we study the restoration of images corrupted by Gaussian plus impulse noise, and propose a \( l_1-l_0 \) minimization approach where the \( l_1 \) term is used for impulse denoising and the \( l_0 \) term is used for a sparse representation over certain unknown dictionary of images patches. The main algorithm contains three phases. The first phase is to identify the outlier candidates which are likely to be corrupted by impulse noise. The second phase is to recover the image via dictionary learning on the free-outlier pixels. Finally, an alternating minimization algorithm is employed to solve the proposed minimization energy function, leading to an enhanced restoration based on the recovered image in the second phase. Experimental results are reported to compare the existing methods and demonstrate that the proposed method is better than the other methods.

© 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Image restoration is an important task in image processing. The general idea is to estimate an ideal image \( f \) from the observed noisy image \( f \). In this paper, we restrict our attention to a mixed noise removal task. There are some different types of mixed noise models commonly considered in the literature, such as, blur and Gaussian (or impulse) noise [1–4]; Poisson plus Gaussian noise [5] and Gaussian plus impulse noise [6–12]. Here, we assume that the observed image \( f \) is obtained from the mixed noise model:

\[
f = N_{\text{imp}}(u + b),
\]

where \( b \) is an additive zero-mean white Gaussian noise with standard variance \( \sigma^2 \) and \( N_{\text{imp}} \) denotes the image degradation by impulse noise.

Note that there are mainly two common types of impulse noise: salt-and-pepper noise and random-valued noise [13]. Denote \( \hat{u}_i \) the gray value of an image \( u \) at location \((i,j)\) and \( \hat{u} \) the noisy image. Suppose that the dynamic range of an image is \([d_{\min},d_{\max}]\), the salt-and-pepper noise model is given as follows:

\[
\hat{u}_{ij} = \begin{cases} 
  d_{\min} & \text{with probability } s/2 \\
  d_{\max} & \text{with probability } s/2 \\
  u_{ij} & \text{with probability } 1-s
\end{cases}
\]

(1)

where \( 0 \leq s \leq 1 \) is the noise density level of the salt-and-pepper noise. The gray values of corrupted pixels change to either the maximum value \( d_{\max} \) or the minimum value \( d_{\min} \).

The random-valued impulse noise model is defined as follows:

\[
\hat{u}_{ij} = \begin{cases} 
  d_{ij} & \text{with probability } r \\
  u_{ij} & \text{with probability } 1-r
\end{cases}
\]

(2)

where \( 0 \leq r \leq 1 \) is the noise density level of the random-valued impulse noise. The gray values of \( d_{ij} \) are identically and uniformly distributed random numbers between the maximum value \( d_{\max} \) and the minimum value \( d_{\min} \).

In the literature, most of denoising methods are aimed at removing either Gaussian or impulse noise, which are much easier than the mixed noise removal. These two types of noise affect the image in totally different ways, leading to different denoising methods. For Gaussian noise removal, the commonly used methods include total-variation methods [14–16] and wavelet shrinkage approaches [17,18]. The main drawback of the total-variation methods is that the texture information in images could be always oversmoothed [19]. Although the wavelet shrinkage methods perform much better for texture preserving, they may exhibit pseudo-Gibbs phenomena and bring artifacts in the recovered image [20,21]. Recently, Elad and Aharon introduced an effective denoising method via sparse and redundant representation over learned dictionary, called K-SVD algorithm [22], which can preserve the details and texture efficiently. In [23], Dabov et al. proposed another sparse representation-based denoising method in the transform domain. We refer to [24] for
a comprehensive review on the developments of additive Gaussian noise removal methods.

For images corrupted by impulse noise, one of the most popular methods is median filter for its denoising ability and computational efficiency, see [25] and references therein for some previous works about nonlinear digital filtering. Recently, various modified median filters are also proposed, e.g., the adaptive median filter [26], the multi-state median filter [27], the median filter based on homogeneity information [28,29], and convolution kernels based on filter [30]. The general idea of these filters is that the location of the candidate noisy pixels are detected and replaced by some values of the pixels in the corresponding neighbor windows, while all the other pixels are unchanged. Although these filters gain fairly satisfactory results at the noise pixels detection stage, they cannot preserve the original local features well since the noisy pixels are just simply replaced by some values computed according to their neighbor pixels. Hence, much edges information will be removed if the impulse noise level is rather high.

In order to better preserve the edge structures of images, various variational approaches have been used for impulse noise removal [31–35]. In [35], a \( l_1 \) data-fidelity term was introduced, which is much suitable for impulse noise removal than \( l_2 \) norm used in [31–34]. This work makes a significant improvement for impulse noise removal. The main drawback of this method is that it changes the values of all the pixels in image, including the uncorrupted pixels, which should be unchanged during the restoration process. In order to resolve this problem, many effective two-phase methods are proposed [4,36–38], combining various variational models with different median filters. The first phase of their methods is to detect the location of noisy pixels corrupted by impulse noise using median filters, and then employ some variational methods to estimate the gray values for the noisy pixels in the second phase. Recently, this kind of two-phase methods has been further extended to handle mixed noise. For instance, Cai et al. proposed a modified two-phase method to deblur images corrupted by impulse noise plus Gaussian noise [3]. In [10], a total variation-based model was proposed for impulse and Gaussian noise removal. Lately, López–Rubio proposed a probabilistic theoretical framework to process images corrupted by Gaussian and uniform impulse noise [8]. We refer to [1,6,7] for more works on image restoration under mixed noise.

All these methods referred above for impulse noise removal are pixel-based methods. As they only consider image pixels independently, the local group features such as texture structures, repeated patterns cannot be preserved well. It is surprising that we cannot find any work in the literature handling impulse noise by sparse representation techniques of utilizing prior in images. However, it is interesting to note that sparse representation techniques have been proved to be extremely successful for Gaussian noise removal. In this paper, inspired by previous works in impulse noise removal and sparse representation, we propose a powerful patch-based three-phase denoising method. Our idea is to combine a median-type filter [26,39] with an effective dictionary learning method [40,22], and to recover images corrupted by Gaussian plus impulse noise. In the first phase, the impulse noise candidates are detected by the median-type filter, and then a modified K-SVD algorithm is used to recover the image, which shares some similarity with the truncated K-SVD method in [41,42]. Finally, we use an alternating minimization algorithm to solve a variational denoising model to enhance the processed image. The main contribution of this paper is that we propose and develop a double-sparsity approach for Gaussian plus impulse noise removal by combining both \( l_1 \) and \( l_p \) regularization terms in the algorithm, and show that the proposed method outperforms the modified K-SVD method and the existing impulse noise removal algorithms.

The outline of the paper is as follows. In Section 2, we review some related works. In Section 3, we propose the new image restoration method for Gaussian and impulse noise removal. In Section 4, numerical experimental results are presented to illustrate the superior performance of the proposed method. The conclusion is presented in Section 5.

\[ \mathbf{P} = \{1,2,\ldots,\sqrt{N} - \sqrt{n} + 1\}^2, \] 

(3) as the set of indices where small image patches exist. For vector \( x = (x_1, x_2, \ldots, x_m) \in \mathbb{R}^m \), let us denote the \( l_0 \) quantity:

\[ |x|_0 = \#\{i|1 \leq i \leq m, x_i \neq 0\}, \]

as the number of the nonzero entries in the vector and denote

\[ |x|_p = \left(\sum_{i=1}^{m} |x_i|^p\right)^{1/p}, \]

as the classical \( l_p \) norm in Euclidean space for \( p \in [1,\infty) \).

Under the sparsity assumption, the Gaussian noise removal task can be described as an energy minimization task:

\[ \{\hat{x}_p, D, \hat{u}\} = \arg \min_{D, x_p, u} \|f - u\|_2^2 + \sum_{(i,j) \in p} \|D x_{ij} - R_{ij} u\|_2^2 + \sum_{(i,j) \in p} \mu_{ij} |x_{ij}|_0. \]

(4)

In this model, the index \( (ij) \) with \( 1 \leq ij \leq \sqrt{N} - \sqrt{n} + 1 \) marks the location of the patch in the image, and \( R_{ij} \in \mathbb{R}^{n \times N} \) is a binary matrix which extracts a \( \sqrt{n} \times \sqrt{n} \) patch from the image in location \( (ij) \) and thus \( R_{ij} u \in \mathbb{R}^n \). The first term demands a proximity between the measured image, \( f \), and its denoised unknown version \( u \). The second term demands that each patch from the reconstructed image (denoted by \( R_{ij} u \)) can be represented up to a bounded error by the dictionary \( D \in \mathbb{R}^{n \times K} \), with coefficients vector \( x_{ij} \in \mathbb{R}^K \). Hence, \( D x_{ij} \in \mathbb{R}^n \). The third part demands that the number of coefficients required to represent any patch is small/sparse where the values \( \mu_{ij} \) are patch-specific weights and are determined hiddenly by the optimization procedure. The minimization of this functional with respect to its unknowns yields the denoising algorithm.

The choice of \( D \) is of high importance to the performance of the algorithm. In [40,22] it is shown that training can be done by minimization (4). The proposed algorithm in [40,22] is an iterative block-coordinate relaxation method which fixes all the unknowns except from the one to be updated. Table 1 gives a description of K-SVD algorithm, which is a generalization of the K-means clustering algorithm. The setting of the parameters will be discussed in the experimental section.
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steps can be stated as follows:
- Sparse Coding Stage: Use any pursuit algorithm to compute the
representation vectors \( x_i \) for each example \( x_i \) to minimize the function:
\[
\nu_{\min} \max_{x_i} \sum_{l=1}^{K} \frac{(x_i^l)^2}{(C_l)^2}
\]
- Dictionary Update Stage: For each column \( l \in 1, \ldots, K \) in \( D \).
  - Select the patches \( w_l \) that use that atom \( d_l \), \( w_l = (\{i|j\}_{ij}(l) = 0) \).
  - For each patch \( (i,j) \in w_l \), compute its residual without the contribution
  of the atom \( d_l \)
\[
d_i = R_{dl}x_i - D_{xl}
\]
  - Set \( E_l = (d_i^l)^2/(C_l)^2 \). Update \( d_i \) and the \( x_i(l) \) using SVD decomposition
of \( E_l \).
3. Reconstruction:
\[
\hat{u} = (I + \sum_{l=1}^{K} R_{dl}^2)\sum_{l=1}^{K} R_{dl}^2
\]

3. Three-phase denoising approach

Inspired by the two-phase method for impulse noise removal [4] and the K-SVD [40,22] for dictionary learning, here we propose a \( l_1-l_0 \) minimization approach where the \( l_1 \) term is used for impulse noise denoising and the \( l_0 \) term is used for a sparse representation over certain unknown dictionary of images patches.

We denote \( \mathcal{N} \) the set of the outlier candidate pixels corrupted by impulse noise and denote \( \mathcal{U} = A \setminus \mathcal{N} \) the left pixels without impulse noise, we consider the following model:

\[
\min_{u,\alpha,\beta} \sum_{(i,j) \in \mathcal{U}} \lambda \|u_{ij} - f_{ij}\|^2_2 + \sum_{(i,j) \in \mathcal{N}} \beta (\|u_{ij} - f_{ij}\|^2_2 + \sum_{(i,j) \in \mathcal{P}} \|Dz_{ij} - R_{ij}u\|^2_2) + \sum_{(i,j) \in \mathcal{P}} \mu_j |z_j|_0
\]

where \( \lambda, \beta \) are regularization parameters, \( \mathcal{P} \) is given in (3) and \( u \in \mathbb{R}^{P} \) is the estimated image. Again, the same as (4), \( D \in \mathbb{R}^{P \times K} \) is the dictionary, \( R_{ij} \in \mathbb{R}^{P \times N} \) is the binary matrix to extract small patch from image \( u \) at position \( (i,j) \), the coefficient \( z_{ij} \in \mathbb{R}^P \) is used to approximate the extracted patch \( R_{ij}u \). Hence, \( Dz_{ij} \in \mathbb{R}^P \).

Moreover, for each \( (i,j) \in \mathcal{P} \), \( \mu_j \in \mathbb{R} \) is hidden parameter decided by optimization procedure.

A three-phases denoising algorithm will be employed to solve this \( l_1-l_0 \) minimization problem. In the algorithm, the main three steps can be stated as follows:

- Identify the location of impulse noise (the outlier candidate pixels, denoted as set \( \mathcal{N} \)) using a median-type filter.
- Learn dictionary from the free-outlier pixels and reconstruct the image via the learned dictionary.
- Use an alternating minimization algorithm to solve the proposed \( l_1-l_0 \) denoising model, leading to a further restoration based on the recovered image in the second step.

Before giving the details of the alternating minimization algorithm, let us first present the outlier detection procedure and the Modified K-SVD method which simply combines the outlier detection and K-SVD.

3.1. Outlier detection

Let \( f \) be a noisy image with Gaussian and impulse noise. The first step of our approach is to detect the outlier candidate pixels which are potentially corrupted by impulse noise. Here, we use adaptive median filter (AMF) [26] for salt-and-pepper noise detection and adaptive center-weighted median filter (ACWMF) [39] for random-valued impulse noise detection since they are simple and effective.

Suppose that \( y \in \mathbb{R}^{P \times N} \) is the filtered result by median-type filter. The candidates of noisy pixels contaminated by impulse noise can be determined as follows:

- For salt-and-pepper noise:
\[
\mathcal{N} = \{(i,j) \in A : y_{ij} \neq f_{ij} \text{ and } f_{ij} \in [d_{\min}, d_{\max}]\}
\]
- For random-valued impulse noise:
\[
\mathcal{N} = \{(i,j) \in A : y_{ij} \neq f_{ij}\}
\]

Accordingly, the remained positions are more likely to be uncorrupted by impulse noise which are defined as set \( \mathcal{U} \):

\[
\mathcal{U} = A \setminus \mathcal{N}
\]

Let \( X \) be the characteristic matrix of the set \( \mathcal{U} \) defined as

\[
X = \begin{cases} 
1 & \text{if } (i,j) \in \mathcal{U}, \\
0 & \text{otherwise}, 
\end{cases}
\]

then the function (5) can be reformulated as follows:

\[
\min_{u,\alpha,\beta} \lambda \|X \odot (u-f)\|_2^2 + \beta (\mathbf{1}_I - X) \odot (u-f)\|_1 + \sum_{(i,j) \in \mathcal{P}} \|Dz_{ij} - R_{ij}u\|_2^2 + \sum_{(i,j) \in \mathcal{P}} \mu_j |z_j|_0,
\]

where \( \odot \) is an entrywise multiplication between two matrices and \( \mathbf{1}_I \) is a matrix of constant entries 1 and of the same dimensions with \( f \). The first term is a data-fidelity term, which considers the pixels that are probably not corrupted by impulse noise, i.e. only with Gaussian noise; the second data-fidelity term is an \( l_1 \) norm covering the outlier candidate pixels, since the outlier candidates are corrupted by impulse noise and \( l_1 \) is more reasonable than \( l_2 \) [35] for impulse noise. The role of \( l_1 \) will be much more useful especially in the case of random-valued noise or rather high level salt-and-pepper noise where the detection of noisy position is less accurate. The last term is a sparse representation for image patches via learned dictionary.

3.2. Restoration based on the free-outlier data by modified K-SVD

After detection of the pixels corrupted by impulse noise, the remaining pixels in \( \mathcal{U} \) are noisy but the noise is almost white Gaussian noise. Hence, a very simple idea is that we use K-SVD to learn dictionary based on the pixels in \( \mathcal{U} \), and then reconstruct the image via a simple averaging between patches’ approximations and the noisy image. The modified energy function can be formulated as follows:

\[
\hat{u} = \arg \min_{u,\alpha,\beta} \lambda \|X \odot (u-f)\|_2^2 + \sum_{(i,j) \in \mathcal{P}} \mu_j |z_j|_0 + \sum_{(i,j) \in \mathcal{P}} \|R_{ij}x - (Dz_{ij} - R_{ij}u)\|_2^2,
\]

where the symbols are exactly the same as (6). Indeed, (7) is obtained by adding the outlier characteristic matrix in (4).

The main step of minimizing this modified K-SVD model (7) is similar to the original K-SVD algorithm. More specifically, we aim at solving the energy minimization problem of (7) over the free-outlier candidate pixels. Integrating the location of the outlier...
candidate pixels requires the following key modifications to the basic algorithm:

- **Sparse coding:** All projections in the OMP algorithm included only the free-outlier candidate pixels, and for this purpose, the dictionary elements were normalized so that the free-outlier indices in each dictionary element have a unit norm. Given a fixed D,

  \[
  \hat{x}_q = \arg \min_{x} \| (R_q x) \odot (R_q u - D x_q) \|_2^2 + \mu_q \| x_q \|_0
  \]  

(8)

- **Dictionary update:** Fix all \( x_q \), and for each atom \( d_q, l \in 1, 2, \ldots, K \) in D.
  
  - Select the patches \( w_l \) that use this atom, \( w_l = \{(i,j) | x_q(l) \neq 0\} \).
  
  - For each patch \( (i,j) \in w_l \), compute its residual

    \[
    e_{ij}^l = R_{ij} u - D x_q + d_q x_{ij}
    \]  

(9)

and \( X_{ij}^l = R_{ij} x \) is an index vector of the free-outlier candidate pixels in the small image patch of size \( \sqrt{n} \times \sqrt{n} \) from location \( (i,j) \) in the image.

- Set \( \hat{e}_l = (e_{ij}^l)_{(i,j) \in w_l} \) and \( X_l = (X_{ij}^l)_{(i,j) \in w_l} \). Update \( d_q \) by minimizing

  \[
  \hat{d}_q = \arg \min_{d_q} \| X_l \odot (\hat{e}_l - d_q X_{ij}) \|_2^2.
  \]  

(10)

For this optimal problem, we fix \( z \) and solve a simple quadratic term with respect to \( d_q \).

**Reconstruction:** Perform a weighted average

- \( u = \left( X \odot I + \sum_{(i,j) \in P} R_{ij}^T R_{ij} \right)^{-1} \left( X \odot f + \sum_{(i,j) \in P} R_{ij}^T d_q x_{ij} \right) \)  

(11)

which is a modified average expression based on the average step of K-SVD algorithm (see step 3 in Table 1) when \( D \) and \( x \) are assumed fixed. Note that the gray levels of outlier candidate pixels rely on the reconstruction from the optimal \( D \) and \( x \), not related to the noisy corrupted by the impulse noise.

When the impulse noise level is low, the modified K-SVD (we called it as MK-SVD in the following discussion) can provide satisfactory denoising results. However, when the impulse noise level is high, the MK-SVD may not learn a good dictionary from small numbers of free-outlier pixels. In order to improve the denoising results, below we consider two aspects: (1) adding a \( l_1 \)-term to allow the false detection of outlier candidates (see (6)); (2) employing an alternating minimization algorithm to enhance restoration via the new dictionary learned from the recovered image. We expect the resulting algorithm can provide better dictionary atoms and denoising results.

### 3.3. Alternating minimization algorithm

In this subsection, we propose an alternating minimization method to solve the minimization problem (6) which iteratively updates \( x_{ij} \), \( D \) and \( u \) individually by fixing the other two components in the iterative process. Initializing \( u \) using the estimated image resulted from the second step, we consider three sub-problems:

- **Given \( u \), for each \( (i,j) \in P \), update the coefficient \( x_{ij} \) by

  \[
  \hat{x}_{ij} = \arg \min_{x_{ij}} \mu_{ij} \| x_{ij} \|_0 + \| D x_q - R_{ij} x_{ij} \|_2^2.
  \]  

(12)

- **Given \( u, x_{ij} \), update the dictionary by \( D \) by

  \[
  \hat{D} = \arg \min_D \| D x_q - R_{ij} x_{ij} \|_2^2.
  \]  

(13)

- **Given \( D, x_{ij} \), update \( u \) by

  \[
  \hat{u} = \arg \min_u \| X \odot (u - f) \|_2^2 + \beta \| (I - \lambda) \odot (u - f) \|_1
  + \sum_{(i,j) \in P} \| D x_q - R_{ij} x_{ij} \|_2^2.
  \]  

(14)

By comparison with the original K-SVD algorithm, the first and second steps (i.e., the sparse coding and dictionary updating steps) remain unchanged. The main difference between the proposed method and the original K-SVD is the reconstruction step. We denote

\[
W = \sum_{(i,j) \in P} R_{ij}^T R_{ij}, \quad M = \sum_{(i,j) \in P} R_{ij}^T D x_{ij},
\]

where \( P \) is defined in (3). Then \( W \) and \( M \) have the same dimensions with \( u \) and \( f \). Clearly, (14) is equivalent to

\[
\hat{u} = \arg \min_u \| X \odot (u - f) \|_2^2 + \beta \| (I - \lambda) \odot (u - f) \|_1
+ \langle W \odot u, u \rangle - 2 \langle M, u \rangle,
\]  

(15)

where \( \langle \cdot, \cdot \rangle \) is the usual Euclidean inner product. As the objective function in (15) is summation of convex terms such as a squares function, an absolute function and a linear function, it is a convex problem for the variable \( u \). More precisely, we derive the closed form solution.

For any matrix \( A \), denote \( A_{ij} \) as the value of position \( (i,j) \). Noting that for any \( (i,j) \in A \), the weight \( W_{ij} \) means how many times the pixel at \( (i,j) \) is used to construct image patches of size \( \sqrt{n} \times \sqrt{n} \), thus we have

\[
1 \leq W_{ij} \leq n.
\]

**Proposition 1. The minimization problem (15) has closed form.**

**Proof.** For any \( (i,j) \in A \), according to the value of \( X_{ij} \), the solving of (15) boils down to two types of one-dimensional problem:

- if \( X_{ij} = 1 \), consider:

  \[
  \min_{z \in \mathbb{R}} \| z - f_{ij} \|^2 + W_{ij} z^2 - 2 M_{ij} z,
  \]

- if \( X_{ij} = 0 \), consider:

  \[
  \min_{z \in \mathbb{R}} \| z - f_{ij} \|^2 + W_{ij} z^2 - 2 M_{ij} z.
  \]

For the first case, let \( F(z) = \| z - f_{ij} \|^2 + W_{ij} z^2 - 2 M_{ij} z \). Since \( F \) is convex, the first case is equivalent to solving \( \nabla F = 0 \). The gradient of \( F \) is given by

\[
\nabla F(z) = 2 (z^2 - 2 f_{ij} z + W_{ij} z - M_{ij}).
\]  

(16)

Then the solution for the first case is

\[
z = \frac{M_{ij} + f_{ij}}{W_{ij}}.
\]  

(17)

This is indeed the same as the reconstruction step of algorithm K-SVD done on a pixel-by-pixel basis (see Table 1).

Now let \( y = z - f_{ij} \), the second case is then equivalent to solving:

\[
\min_{y \in \mathbb{R}} \| y \|^2 + W_{ij} (y - b)^2,
\]

with \( b = M_{ij} / W_{ij} - f_{ij} \). It is easy to verify that this strictly convex problem has a unique minimizer (see [45,21]):

\[
y = \text{shrink} \left( b, \frac{\beta}{2 W_{ij}} \right).
\]

where for \( \tau > 0 \), the soft-shrinkage function is defined as

\[
\text{shrink}(t, \tau) = \begin{cases} 
  t - \tau & \text{if } t > \tau; \\
  0 & \text{if } |t| \leq \tau; \\
  t + \tau & \text{otherwise}.
\end{cases}
\]
Therefore, the solution for the second case is
\[ z = f^* + \text{shrink}\left(\frac{M_{ij}}{W_{ij}} - f^*_{ij}, \frac{\beta}{2W_{ij}}\right). \]  

(18)

The solution of (15) is concluded as follows:
\[
\hat{u}_{ij} = \begin{cases} 
M_{ij} + \frac{f^*_{ij}}{W_{ij}} & X_{ij} = 1 \\
\frac{f^*_{ij} - f^*_{ij}}{2W_{ij}} & X_{ij} = 0
\end{cases}
\]

(19)

The above proposition is very useful for the understanding of the impulse noise removal problem. Indeed, from (17), we know that in position without impulse noise \( (X_{ij} = 1) \), then we take a tradeoff between \( f_{ij} \) and \( M_{ij}/W_{ij} \) where the later is obtained from the information around this pixel. As this is basically Gaussian noise removal problem, the following choice of \( \lambda \) which was suggested by the original K-SVD paper [22] will be a good starting point:
\[ \lambda = \frac{30}{\sigma}, \]

where \( \sigma \) is Gaussian noise level (should be known or estimated elsewhere).

On the other side, in position with impulse noise \( (X_{ij} = 0) \), then from (18), the estimated value is just to shrink the neighborhood suggested value toward the direction \( f_{ij} \) by threshold \( \beta/2W_{ij} \). When the impulse noise level is higher, the noise candidate procedure will be less accurate and \( f_{ij} \) is more informative since it is more likely to be a true image pixel value (but wrongly declared as impulse noise position) and the neighborhood suggested value \( M_{ij}/W_{ij} \) is then less informative, hence, we should take \( \beta \) bigger. This analysis will be confirmed by numerical experiments.

Finally, the full algorithm for Gaussian plus impulse noise removal is given in Table 2. Let us remind the reader that this algorithm is rather general since it works for: impulse noise, Gaussian plus salt-and-pepper impulse noise, and Gaussian plus random-valued impulse noise.

### 4. Experimental results

In this section, experimental results are reported to validate the proposed method. We use eight test images of size \( B \times B \): Barbara \((512 \times 512)\), Boat \((512 \times 512)\), Hill \((512 \times 512)\), Lena \((512 \times 512)\), Man \((512 \times 512)\), Pepper \((512 \times 512)\), Cameraman \((256 \times 256)\) and House \((256 \times 256)\), which are shown in Fig. 1. Peak signal to noise ratio (PSNR) is used to measure the quality of the restored images which is defined as following:
\[
\text{PSNR} = 20 \log_{10} \frac{255}{\| u^* - \hat{u} \|_2}. 
\]

(20)

where \( u^* \) is the restored image and \( u \) is the original image. In all experiments, we set the parameters of K-SVD as following: dictionary size: 64 \( \times \) 256, image patch size: 8 \( \times \) 8 (empirically, we observe that these settings are nearly optimal), \( J = 20 \) since this is enough to ensure the convergence. We fix the window size \( w_{\text{max}} = 19 \) and \( T = 20 \). The remaining parameters \( \beta \) and \( \lambda \) are tuned empirically to perform well. Roughly speaking, \( \lambda \in \{10/\sigma, 100/\sigma\}\), \( \beta \in \{50, 200\} \) which depend on image and noise levels. Note that currently in this paper, we assume that \( \sigma \) is known or can be roughly estimated elsewhere. Further discussions about parameters \( \beta, \gamma \) will be addressed later in this section.

In the simulations, images will be corrupted by Gaussian noise with standard deviation \( \sigma \), salt-and-pepper noise with density level \( s \), or random-valued impulse noise with density level \( r \). According to the different types of mixed noise model, we illustrate the experiments in the coming three subsections: purely impulse noise; Gaussian noise with salt-and-pepper impulse noise; and Gaussian noise with random-valued impulse noise.

<table>
<thead>
<tr>
<th>Table 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>The full algorithm for Gaussian plus impulse noise removal.</strong></td>
</tr>
</tbody>
</table>

**Input:** Noisy image \( f \) corrupted by Gaussian plus impulse noise.

**Output:** The reconstruction image \( u \).

**Parameters:** \( T \) (maximum number of iterations);

1. Detect the outlier candidates pixels with impulse noise using a median-type filter, and construct the characteristic matrix \( X \).
2. Compute the estimated image \( \hat{u} \) by solving formulation (7).
3. Repeat \( T \) times.
   - Set the input image \( f = \hat{u} \).
   - Learn dictionary atoms \( D \) and the corresponding coefficient matrix \( x \) using K-SVD, and then compute \( W \) and \( M \).
   - Solve \( \hat{u} \) as the minimization of formulation (14) via Prop. 1.
4. Set the final recovered image \( u = \hat{u} \).

---

**Fig. 1.** Test images.
4.1. Purely impulse noise

Firstly, we consider the purely impulse noise removal problem: salt-and-pepper impulse noise or random-valued impulse noise. Note that though our algorithm is originally proposed to reduce mixed noise, it is natural that it also works for purely impulse noise since one can always use a rather large parameter \( z \) to remove a small amount of Gaussian noise. Furthermore, for salt-and-pepper impulse noise, the proposed method is compared with six algorithms including AMF [26], Wang [30], Mila [35], Cai1 [3], Cai2 [4] and MK-SVD. For random-valued impulse noise, the compared methods are ACWMF [39], Mila [35], Cai1 [3], Cai2 [4] and MK-SVD. Two typical images are used to test these algorithms: Lena, the one with homogeneous region; Barbara, the one with texture, and the salt-and-pepper noise levels are varied from 10% to 90% with increments of 10%, the random-valued impulse noise levels are varied from 10% to 40% with increments of 10%. The PSNR of the comparative methods with different noise levels are presented in Tables 3–6. Note that all the methods there are rather stable, the standard deviations of PSNR value of each method is less than 0.1.

It is observed from Tables 3 and 4 that the proposed method achieves higher PSNR than other noise reduction methods at every noise density for salt-and-pepper impulse noise. The PSNR of the proposed method demonstrates much better performance than AMF, Wang, Mila, Cai1 and Cai2 when the salt-and-pepper impulse noise level \( s \leq 80\% \) for Barbara and \( s \leq 60\% \) for Lena. Although MK-SVD gains much higher PSNR than the other five compared methods at relative low noise density, our method gains a significant improvement over MK-SVD, since our method can extract enough informative dictionary atoms from the restored images based on iterated study. Moreover, when the noise density level is high, the dictionary

<table>
<thead>
<tr>
<th>Table 3</th>
<th>PSNR (dB) for various methods for Lena with salt-and-pepper noise.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise density (%)</td>
<td>AMF</td>
</tr>
<tr>
<td>10</td>
<td>15.12</td>
</tr>
<tr>
<td>20</td>
<td>12.19</td>
</tr>
<tr>
<td>30</td>
<td>10.37</td>
</tr>
<tr>
<td>40</td>
<td>9.14</td>
</tr>
<tr>
<td>50</td>
<td>8.15</td>
</tr>
<tr>
<td>60</td>
<td>7.35</td>
</tr>
<tr>
<td>70</td>
<td>6.70</td>
</tr>
<tr>
<td>80</td>
<td>6.13</td>
</tr>
<tr>
<td>90</td>
<td>5.60</td>
</tr>
</tbody>
</table>

Table 4

<table>
<thead>
<tr>
<th>Table 4</th>
<th>PSNR (dB) for various methods for Barbara with salt-and-pepper noise.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise density (%)</td>
<td>AMF</td>
</tr>
<tr>
<td>10</td>
<td>15.23</td>
</tr>
<tr>
<td>20</td>
<td>12.21</td>
</tr>
<tr>
<td>30</td>
<td>10.49</td>
</tr>
<tr>
<td>40</td>
<td>9.28</td>
</tr>
<tr>
<td>50</td>
<td>8.28</td>
</tr>
<tr>
<td>60</td>
<td>7.50</td>
</tr>
<tr>
<td>80</td>
<td>6.23</td>
</tr>
<tr>
<td>90</td>
<td>5.72</td>
</tr>
</tbody>
</table>

learned by MK-SVD cannot preserve well local features of the images while the proposed method can provide a much better dictionary by iteratively learning from the past recovered images. The PSNR of our method is roughly 1–2 dB improvement over MK-SVD when 10% \( \leq s \leq 70\% \). When \( s=90\% \), i.e., almost 90% pixels are corrupted by impulse noise, it seems that neither MK-SVD nor our method can learn dictionary containing enough local details of the ideal images based on the other 10% noiseless pixels, but the PSNR value of our method is still slightly higher than all the other methods.

Tables 5 and 6 illustrate the PSNR value of various methods for random-valued impulse noise, which is more difficult than salt-and-pepper impulse noise. As the detection accuracy rate of random-valued impulse noise is much lower than salt-and-pepper impulse noise, the PSNR of each method for random-valued impulse noise is correspondingly lower than that for salt-and-pepper impulse noise removal. Compared with the other five algorithms, the proposed method gets higher improvement especially for Barbara which contains lots of textures. This is because the \( \ell_1 \) term of the proposed minimizing function makes our method less sensitive to the outlier detection accuracy.

4.2. Gaussian and salt-and-pepper noise

For Gaussian and salt-and-pepper noise removal, we compare the results by the K-SVD with the adaptive median filter for outlier candidate pixels.

From Fig. 2, we know that the proposed method gains much better results than the simple combination of the results from AMF and the K-SVD. The denoising results of the AMF algorithm destroy the original local features, which leads to much smaller improvement by K-SVD due to the poor learned dictionary, especially when the impulse noise level is high.

Here, we select three related algorithms to compare with the proposed algorithm, including Cai1 [3] Cai2 [4] and MK-SVD, since the other three methods are designed for pure impulse noise removal. Extensive experiments are conducted on all the eight test images. The salt-and-pepper noise levels are varied from 30% to 70% with increments of 20%, and Gaussian noise levels varies with \( \sigma = 5, 10 \) and 15.
Figs. 3–6 show the denoising results for Lena and Barbara with Gaussian noise \( \sigma = 10 \) and \( s = 30\% \), and salt-and-pepper noise with noise levels 50% and 70%. It can be seen that the proposed method outperforms the other three methods: better visual quality and higher PSNR values. In particular, a notable improvement is observed for Barbara. The texture areas of Barbara are well reconstructed since the image content structured objects (textures) can be well recovered by the learned dictionary. Next, we demonstrate the learned dictionaries of Barbara and Lena with mixed noise \( \sigma = 5 \) and \( s = 30\% \) and 70%. Seen from Figs. 7 and 8, we can note that there are big differences between the two dictionaries learned from different images. Indeed, much more texture atoms are learned from Barbara. Moreover, the dictionaries learned by our method are much clearer (smooth) and can describe the image features more effectively, especially under the impulse noise level \( s = 70\% \), which leads to better denoising results.

Table 7 presents the quantitative results of the four denoising algorithms on all test images. Clearly, the proposed algorithm achieves promising denoising results: high improvement for images with much more texture areas, such as Barbara. The PSNR of our method is roughly 4–7 dB improvement over the Cai1 and Cai2 methods on Barbara when the impulse noise level is less than 70%; and 1–2 dB improvement over the Cai1 and Cai2 algorithms on other seven test images. Moreover, MK-SVD and our method show similar level of performance with low level salt-and-pepper impulse noise and high Gaussian noise, while our method gains about 0.5–1.5 dB improvement over MK-SVD with other mixed noise levels.

By comparing with Cai1 and Cai2, we can see clearly that the proposed method successfully suppresses the noise and preserves the image details and textures very accurately. Note that MK-SVD can also get relatively satisfactory denoising results when the salt-and-pepper noise level \( s = 30\% \) and Gaussian noise \( \sigma \neq 0 \). However, the PSNR of our method is roughly 1 dB improvement over the MK-SVD when the Gaussian noise level \( \sigma \leq 10 \).

Moreover, we also test our method on Lena with relative high level of Gaussian noise \( \sigma = 5, 10, 15, 20, 25, 30, 40 \) and impulse noise \( s = 30\%, 50\% \) and 70%, the PSNR of different methods are presented in Fig. 9. Clearly, our proposed method also works rather well.
4.3. Gaussian and random-valued impulse noise

For Gaussian and random-valued impulse noise, we also first carry a test on the performance of ACWMF plus K-SVD. The results are reported in Fig. 10. Clearly, the method combining ACWMF and K-SVD directly cannot work well for this kind of mixed noise. Indeed, it is the same as the case of Gaussian and salt-and-pepper impulse noise removal. Next, the proposed
method is tested for Gaussian and random-valued impulse noises removal. Four related algorithms are chosen to compare with the proposed algorithm, including Cai1 [3], Cai2 [4] and MK-SVD. Here, we also use the two typical images: Lena and Barbara to illustrate the performance of our method. The PSNR values of the restoration by four compared methods are given in Tables 8 and 9. The random-valued impulse noise levels varies from 10% to 30% with increments of 10%, and Gaussian noise levels varies with $\sigma = 5, 10, 15$. It is observed from Tables 8 and 9 that the proposed method achieves much higher PSNR values than other noise reduction methods at every noise density.
where the observed image $y_i$ is defined as $y_i = x_i + n_i$, with $n_i$ being a Gaussian noise term which only covers the non-candidate pixels corrupted by outliers, which will ensure that the pixels (which are wrongly predicted by the proposed energy function (6)). We test the two parameters separately, i.e., we tune the value of one parameter while the other parameter is fixed. As expected, we found that the choice of these two parameters is dependent on the mixed noise level. The role of parameter $\lambda$ is to adjust the weight of the data-fidelity term which only covers the non-candidate pixels corrupted by impulse noise. As the Gaussian noise level increases, better results are achieved with small values of $\lambda$, and vice versa. Since the pixels with relative low level of Gaussian noise should have a strong effect on the final restored results, while ones with high levels of Gaussian noise should effect the outcome weakly. Fig. 12(a) presents the improvement achieved when increasing the value of $\lambda$ on the test image Lena with two salt-and-pepper impulse noise levels ($s=30\%$, $70\%$) and two Gaussian noise levels ($\sigma=5$, $15\%$).

The parameter $\beta$ is the weight coefficient of $l_i$ norm term, which covers the candidate pixels assumed to be corrupted by impulse noise. The $l_i$ term involves an implicit detection of outliers, which will ensure that the pixels (which are wrongly detected by the proposed energy function).
As expected, low level mixed noise leads to high accuracy of the outlier detection by the median filter, which relates to both the Gaussian noise level and impulse noise level. High level mixed noise need relatively bigger values of $\beta$ for most cases in our experiments. Let us remind the reader that our results can be further improved by using different noise detectors to increase the accuracy of the outlier detection especially when Gaussian noise density is high and other dictionary learned methods for high level impulse noise.

Moreover, the simulations are performed in Matlab 7.6 (R2009b) on a PC equipped with 2.99 GHz CPU and 2 GB RAM memory. The CPU time requirements of the compared methods and the proposed method are represented in Table 10. According to Table 10, MK-SVD is the fastest one among the four compared methods, which also gains relative satisfactory denoising results for most cases in our experiments. Let us remind the reader that as far as we know, MK-SVD has never been clearly addressed for Gaussian and impulse noise removal in the literature before this paper. The proposed alternating method is based on the MK-SVD, which gains better denoising results than MK-SVD and requires much less time than Cai1.

5. Conclusion

In this paper, we provide a powerful patch-based three-phase denoising method to solve the proposed $l_1$-$l_0$ denoising model. The three-phase algorithm combines a median-type filter with an effective dictionary learning method: K-SVD, to recover images corrupted by Gaussian plus impulse noise. The main contributions of our method are clear: compared with classical impulse-related noise removal algorithm, we propose a double-sparsity approach which clearly outperforms previous works; compared to the usual K-SVD, we consider an energy containing $l_1$-$l_0$ regularization where $l_1$ is proved more suitable for impulse noise removal.

The performance of the proposed method has been compared with some state of the art algorithms for both impulse noise and mixed noise removal tasks. The quantitative and qualitative results on test images demonstrate that our method can remove the noise efficiently while preserving the image local features, even at a rather high impulse noise level with Gaussian noise.

Our results can be further improved by using different noise detectors to increase the accuracy of the outlier detection especially when Gaussian noise density is high and other dictionary learned methods for high level impulse noise. Also the three-phase denoising method proposed in this paper may be further studied, considering the correlation between the image channels, for color image restoration under Gaussian plus impulse noise. Another possible extension is for handling image deblurring with mixed noise, which is also our future research topic.
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Table 8

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$r$ (%)</th>
<th>Noisy</th>
<th>Cai1</th>
<th>Cai2</th>
<th>MK-SVD</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>10</td>
<td>18.52</td>
<td>32.77</td>
<td>33.78</td>
<td>33.94</td>
<td>34.98</td>
</tr>
<tr>
<td>20</td>
<td>15.52</td>
<td>31.78</td>
<td>32.37</td>
<td>32.74</td>
<td>33.64</td>
<td>32.04</td>
</tr>
<tr>
<td>30</td>
<td>13.73</td>
<td>30.69</td>
<td>31.21</td>
<td>31.24</td>
<td>32.04</td>
<td>32.04</td>
</tr>
<tr>
<td>10</td>
<td>18.19</td>
<td>30.80</td>
<td>31.01</td>
<td>31.60</td>
<td>32.75</td>
<td>30.42</td>
</tr>
<tr>
<td>20</td>
<td>15.38</td>
<td>30.02</td>
<td>30.33</td>
<td>30.80</td>
<td>31.66</td>
<td>30.42</td>
</tr>
<tr>
<td>30</td>
<td>13.67</td>
<td>29.08</td>
<td>29.42</td>
<td>29.69</td>
<td>30.42</td>
<td>30.42</td>
</tr>
<tr>
<td>15</td>
<td>17.67</td>
<td>29.13</td>
<td>29.34</td>
<td>29.49</td>
<td>30.85</td>
<td>29.98</td>
</tr>
<tr>
<td>20</td>
<td>15.14</td>
<td>28.59</td>
<td>28.78</td>
<td>28.88</td>
<td>29.98</td>
<td>29.98</td>
</tr>
<tr>
<td>30</td>
<td>13.54</td>
<td>27.96</td>
<td>28.20</td>
<td>28.28</td>
<td>29.11</td>
<td>29.11</td>
</tr>
</tbody>
</table>

Table 9

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$r$ (%)</th>
<th>Noisy</th>
<th>Cai1</th>
<th>Cai2</th>
<th>MK-SVD</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>10</td>
<td>18.78</td>
<td>25.33</td>
<td>25.52</td>
<td>26.34</td>
<td>30.48</td>
</tr>
<tr>
<td>20</td>
<td>15.78</td>
<td>24.72</td>
<td>24.84</td>
<td>25.56</td>
<td>25.92</td>
<td>27.76</td>
</tr>
<tr>
<td>30</td>
<td>14.03</td>
<td>24.10</td>
<td>24.26</td>
<td>24.78</td>
<td>25.92</td>
<td>25.92</td>
</tr>
<tr>
<td>10</td>
<td>18.36</td>
<td>24.46</td>
<td>24.68</td>
<td>25.43</td>
<td>28.42</td>
<td>28.42</td>
</tr>
<tr>
<td>20</td>
<td>15.59</td>
<td>23.99</td>
<td>24.28</td>
<td>24.97</td>
<td>26.59</td>
<td>25.34</td>
</tr>
<tr>
<td>30</td>
<td>13.97</td>
<td>23.66</td>
<td>23.43</td>
<td>24.38</td>
<td>26.59</td>
<td>26.59</td>
</tr>
<tr>
<td>15</td>
<td>17.86</td>
<td>23.80</td>
<td>24.12</td>
<td>24.44</td>
<td>27.31</td>
<td>27.31</td>
</tr>
<tr>
<td>20</td>
<td>15.39</td>
<td>23.60</td>
<td>23.76</td>
<td>24.16</td>
<td>25.69</td>
<td>25.69</td>
</tr>
<tr>
<td>30</td>
<td>13.77</td>
<td>23.27</td>
<td>23.46</td>
<td>23.69</td>
<td>24.55</td>
<td>24.55</td>
</tr>
</tbody>
</table>

considered as outliers by the median filter) are fitted exactly while real outliers are replaced by estimates by the last term in Eq. (6). The value of the parameter $\beta$ is directly dependent on the accuracy of the outlier detection by the median filter, which relates to both the Gaussian noise level and impulse noise level. As expected, low level mixed noise leads to high accuracy of outlier detection, so small values of $\beta$ should be proper, while high level mixed noise need relatively bigger values of $\beta$. Fig. 12(b) presents the improvement achieved when increasing the value of $\beta$ on the test image Lena with two random-valued impulse noise levels ($r=10\%, 30\%$) and two Gaussian noise levels ($\sigma=5, 15\%$) for some fixed $\lambda$.

Moreover, the simulations are performed in Matlab 7.6 (R2009b) on a PC equipped with 2.99 GHz CPU and 2 GB RAM memory. The CPU time requirements of the compared methods and the proposed method are represented in Table 10. According to Table 10, MK-SVD is the fastest one among the four compared methods, which also gains relative satisfactory denoising results for most cases in our experiments. Let us remind the reader that

Fig. 10. Denoising results of different methods on image Barbara corrupted by Gaussian and random-valued impulse noise with $\sigma=5$ and $r=10\%$. ACK stands for ACWMF+K-SVD.
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