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Abstract

Dirichlet process (DP) mixture models have recently emerged in the cornerstone of nonparametric Bayesian statistics as promising candidates for clustering applications where the number of clusters is unknown a priori. Hidden Markov random field (HMRF) models are parametric statistical models widely used for image segmentation, as they appear naturally in problems where a spatially-constrained clustering scheme is asked for. A major limitation of HMRF models concerns the automatic selection of the proper number of their states, i.e. the number of segments derived by the image segmentation procedure. Typically, for this purpose, various likelihood-based criteria are employed. Nevertheless, such methods often fail to yield satisfactory results, exhibiting significant overfitting proneness. Recently, higher order conditional random field models using potentials defined on superpixels have been considered as alternatives tackling these issues. Still, these models are in general computationally inefficient, a fact that limits their widespread adoption in practical applications. To resolve these issues, in this paper we introduce a novel, nonparametric Bayesian formulation for the HMRF model, the infinite HMRF model. We describe an efficient variational Bayesian inference algorithm for the proposed model, and we apply it to a series of image segmentation problems, demonstrating its advantages over existing methodologies.

1. Introduction

Hidden Markov random field (HMRF) models have turned out to be a significant tool for image segmentation, as they provide a powerful and formal way to introduce the information about the mutual influences among image pixels into the image segmentation procedure [13]. A significant limitation of HMRF models as image segmentation tools concerns the automatic determination of the optimal number of their states, and, hence, of the derived image segments. Typically, likelihood-based criteria, inspired by the popular Bayesian information criterion (BIC) for finite mixture models, are employed [24]. For example, in [27], the pseudolikelihood information criterion (PLIC) is proposed, based on the notion of pseudolikelihood introduced in [22]. In [12], a mean-field principle is utilized to derive a suitable BIC approximation for HMRF models. Nevertheless, likelihood-based model selection methods tend in general to yield noisy model size estimates, being prone to overfitting, and, hence, often leading to over-segmentation [8]. Furthermore, their use entails training of multiple models (to select from), a procedure which can be applied only up to a limited extent, due to its computational demands.

More recently, many researchers have considered higher order conditional random field (CRF) models, using potentials defined on sets of pixels (superpixels), obtained by prior application of unsupervised segmentation algorithms. Initial work on this field has shown quite promising results (e.g., [23]). However, such models suffer from the excessively high computational load imposed by their inference algorithms. Traditional inference algorithms for CRFs, such as belief propagation and graph-cuts, become computationally prohibitive for higher order CRFs. Efforts for mitigating these shortcomings have been only partly successful. For example, Lan et al. [18] propose a class of approximation methods for belief propagation to make efficient inference possible in higher order Markov random fields (MRFs). In [20], a methodology is proposed for conducting belief propagation in a computationally tractable manner in graphical models containing moderately large cliques. Nevertheless, these methods continue to be computationally cumbersome, a fact which limits their potential for widespread adoption in practical applications.

To resolve these open issues, in this paper we exploit a relatively new tool in machine learning literature, Dirichlet process mixture (DPM) models [17]. DPM models have emerged as a nonparametric alternative to finite mixture models, with, theoretically, a countably infinite number of mixture components [1]. This thus obtained nonparametric Bayesian formulation eliminates the need of doing inference on the number of mixture components necessary to represent the modeled data. Indeed, as a result of the fitting procedure, rather than selecting a fixed number of mixture components, the nonparametric Bayesian inference scheme induced by a DPM model yields a posterior distribution on the proper number of model component densities [4].

Under this motivation, in this work we propose a novel extension of DPM models to incorporate a spatial distri-
bution over the modeled data similar to that introduced by HMRF models. Dually, we introduce a nonparametric formulation for HMRF models, where the prior probabilities of the modeled data being generated from a model state are considered to follow jointly a DP distribution and a Markov random field (Gibbsian) distribution with a countably infinite number of states; we shall be referring to this new model as the infinite HMRF (iHMRF) model.

The remainder of this paper is organized as follows. In Section 2, a brief overview of DPM and HMRF models is provided. In Section 3, the proposed infinite HMRF model is formulated, and an elegant truncated variational Bayesian inference algorithm for the model is derived. In Section 4, we thoroughly evaluate the efficacy of the proposed model through a number of image segmentation experiments. Finally, in the concluding section, we summarize and discuss our results.

2. Theoretical Background

2.1. Hidden Markov random field models

We consider an alphabet $Q = \{1, ..., K\}$. Let $S$ be a finite index set, $S = \{1, ..., N\}$; we shall refer to this set, $S$, as the set of sites or locations. Let us consider for every site $j \in S$ a finite space $\mathcal{X}_j$ of states $x_j$, such as $\mathcal{X}_j = \{x_j : x_j \in Q\}$. The product space $\mathcal{X} = \prod_{j=1}^{N} \mathcal{X}_j$ will be denoted as the space of the configurations of the state values of the considered sites set, $x = (x_j)_{j \in S}$. A strictly positive probability distribution, $p(x)$, $x \in \mathcal{X}$, on the product space $\mathcal{X}$ is called a random field [19]. Let $\partial$ denote a neighborhood system on $S$, i.e. a collection $\partial = \{\partial_l : j \in S\}$ of sets, such as $j \notin \partial_j$ and $l \in \partial_j$ if and only if $j \in \partial_l \forall l, j \in S$. Then, the previously considered random field, $p(x)$, is a Markov random field with respect to the introduced neighborhood system $\partial$ if [13]

$$p(x_j | x_{S \setminus \{j\}}) = p(x_j | x_{\partial_j}) \forall j \in S$$  

(1)

The distribution $p(x)$ of a Markov random field can be shown to be of a Gibbsian form; that is, we have [10]

$$p(x | \beta) \propto \frac{1}{W(\beta)} \exp \left( - \sum_{c \in \mathcal{C}} V_c(x | \beta) \right)$$  

(2)

where, $\beta$ is the inverse temperature of the model, $W(\beta)$ is a normalizing constant, $V_c(x | \beta)$ are the clique potentials of the model, and $\mathcal{C}$ is the set of the cliques included in the model neighborhood system. Let us, now, consider a second random field, $p(y)$, the $d$-dimensional state space $\mathcal{Y}$ of which is also indexed by the supposed set of sites $S$, and is given by

$$\mathcal{Y} = \prod_{j=1}^{N} \mathcal{Y}_j, \quad \mathcal{Y}_j = \{y_j : y_j \in \mathbb{R}^d\}$$

We denote as $y$ a realization of this field, and it holds $y = \{y_j\}_{j=1}^{N}$. The pair of the above defined random field, $p(y)$, and the supposed Markov random field, $p(x)$, with

$$p(y, x) = p(y | x) p(x)$$

is widely-known as a hidden Markov random field model [7]. Here, we adopt the typical assumption

$$p(y | x) = \prod_{j=1}^{N} p(y_j | x_j)$$  

(3)

which provides a convenient approximation of the posterior field $p(x | y)$, still guaranteeing its Markovianity; however, more complicated assumptions might be also employed. The field $p(y)$ is called the observed (or emitted) random field of the observed data related to the sites $j \in S$, $\mathcal{Y}$ is called the space of observations, and the field $p(x)$ is called the Markov random field of the unobservable state variables related to the sites $j \in S$ [9]. Usually, the likelihoods $p(y_j | x_j)$ are taken as multivariate Gaussians

$$p(y_j | x_j; \Theta_j) = \mathcal{N}(y_j; \mu_{x_j}, R_{x_j})$$  

(4)

where, $\mu_i$ and $R_i$ are the mean and precision matrix of the Gaussian likelihood function, and $\Theta_j = \{\mu_j, R_j\}$.

A significant problem of HMRF models concerns computation of the posterior probabilities $p(x_j | y)$ and $p(x | y)$. Usually, these quantities are obtained by means of Bayesian sampling, e.g. using Markov chain Monte Carlo methods [6]. Nevertheless, such methods require a large amount of computation. An alternative to these approaches, yielding good estimates of the Markov posteriors with considerably better scalability in terms of computational cost, is the mean-field approximation [9, 29]. It is based on the idea of neglecting the fluctuations of the sites interacting with a considered site, so that the resulting system behaves as one composed of independent variables for which computation becomes tractable. That is, given an estimate $\hat{x}$ of the unknown site labels vector $x$, obtained by means of a stochastic restoration criterion, such as the iterative conditional modes (ICM) or the marginal posterior modes (MPM) algorithm (see, e.g., [9, 13]), we make the hypothesis [22]

$$p(x | \beta) = \prod_{j=1}^{N} p(x_j | \hat{x}_{\partial_j}; \beta)$$  

(5)

where

$$p(x_j = i | \hat{x}_{\partial_j}; \beta) = \frac{\exp(- \sum_{c \subseteq j} V_c(\hat{x}_{ij} | \beta))}{\sum_{k=1}^{K} \exp(- \sum_{c \subseteq j} V_c(\hat{x}_{kj} | \beta))}$$  

(6)

$\hat{x}_{ij} \triangleq (x_j = i, \hat{x}_{\partial_j})$, and $\hat{x}_{\partial_j}$ is the estimate of the $j$th site’s neighborhood.
2.2. Dirichlet process mixture models

Dirichlet process (DP) models were first introduced by Ferguson [11]. A DP is characterized by a base distribution $G_0$ and a positive scalar $\alpha$, usually referred to as the innovation parameter, and is denoted as $\text{DP}(G_0, \alpha)$. Essentially, a DP is a distribution placed over a distribution. Let us suppose we randomly draw a sample distribution $G$ from a GP and, subsequently, we independently draw $N$ random variables $\{\Theta_n^{*}\}_{n=1}^N$ from $G$:

$$G|\{G_0, \alpha\} \sim \text{DP}(G_0, \alpha)$$

Integrating out $G$, the joint distribution of the variables $\{\Theta_n^{*}\}_{n=1}^N$ can be shown to exhibit a clustering effect. Specifically, given the first $N-1$ samples of $G$, $\{\Theta_n^{*}\}_{n=1}^{N-1}$, it can be shown that a new sample $\Theta_N^{*}$ is either (a) drawn from the base distribution $G_0$ with probability $\alpha \alpha + N - 1$, or (b) is selected from the existing draws, according to a multinomial allocation, with probabilities proportional to the number of the previous draws with the same allocation [3]. Let $\{(\Theta_n^{*})\}_{n=1}^N$ be the set of distinct values taken by the set $\{\Theta_n^{*}\}_{n=1}^N$. Denoting as $J_c$ the number of values in $\{\Theta_n^{*}\}_{n=1}^{N-1}$ that equal to $\Theta_c$, the distribution of $\Theta_N^{*}$ given $\{\Theta_n^{*}\}_{n=1}^{N-1}$ can be shown to be of a Pólya urn form [3]

$$p(\Theta_N^{*}|\{\Theta_n^{*}\}_{n=1}^{N-1}, G_0, \alpha) = \frac{\alpha G_0 + \sum_{c=1}^K J_c^{N-1} \delta_{\Theta_c}}{\alpha + N - 1}$$

where $\delta_{\Theta_c}$ denotes the distribution concentrated at a single point $\Theta_c$. These results illustrate two key properties of the DP scheme. First, the innovation parameter $\alpha$ plays a key-role in determining the number of distinct parameter values. A larger $\alpha$ induces a higher tendency of drawing new parameters from the base distribution $G_0$; indeed, as $\alpha \rightarrow \infty$ we get $G \rightarrow G_0$. On the contrary, as $\alpha \rightarrow 0$ all $\{\Theta_n^{*}\}_{n=1}^N$ tend to cluster to a single random variable. Second, the more often a parameter is shared, the more likely it will be shared in the future.

A characterization of the (unconditional) distribution of the random variable $G$ drawn from a Dirichlet process $\text{DP}(G_0, \alpha)$ is provided by the stick-breaking construction of Sethuraman [25]. Consider two infinite collections of independent random variables $v = (v_c)_{c=1}^{\infty}$, $\{\Theta_c\}_{c=1}^{\infty}$, where the $v_c$ are drawn from the Beta distribution $\text{Beta}(1, \alpha)$, and the $\Theta_c$ are independently drawn from the base distribution $G_0$. The stick-breaking representation of $G$ is then given by [25]

$$G = \sum_{c=1}^{\infty} \pi_c(v) \delta_{\Theta_c}$$

where

$$\pi_c(v) = v_c \prod_{j=1}^{c-1} (1 - v_j) \in [0, 1]$$

and $\sum_{c=1}^{\infty} \pi_c(v) = 1$. The stick-breaking representation of the DP makes clear that the random variable $G$ drawn from a DP is discrete. It shows explicitly that the support of $G$ consists of a countably infinite sum of atoms located at $\Theta_c$, drawn independently from $G_0$. It is also apparent that the innovation parameter $\alpha$ controls the mean value of the stick variables, $v_c$, as a hyperparameter of their prior distribution; hence, it regulates the effective number of the distinct values of the drawn atoms [25].

Under the stick-breaking representation of the Dirichlet process, the atoms $\Theta_c$, drawn independently from the base distribution $G_0$, can be seen as the parameters of the component distributions of a mixture model comprising an unbounded number of component densities, with mixing proportions $\pi_c(v)$. This way, DP mixture (DPM) models are formulated [1].

Let $y = \{y_n\}_{n=1}^N$ be a set of observations modeled by a DPM model. Then, each one of the observations $y_n$ is assumed to be drawn from its own probability density function $p(y_n|\Theta_n^{*})$ parametrized by the parameter set $\Theta_n^{*}$. All $\Theta_n^{*}$ follow a common DP prior, and given the discreteness of $G$, may share the same value $\Theta_c$ with probability $\pi_c(v)$. Introducing the indicator variables $x = (x_n)_{n=1}^N$, with $x_n = c$ denoting that $\Theta_n^{*}$ takes on the value of $\Theta_c$, the modeled data set $y$ can be described as arising from the process

$$y_n | x_n = c \sim p(y_n|x_n = c)$$

$$x_n | \pi(v) \sim \text{Mult}(\pi(v))$$

$$\pi_c(v) \sim \text{Beta}(1, \alpha)$$

$$\Theta_c | G_0 \sim G_0 \quad (c = 1, \ldots, \infty)$$

where $\pi(v) = (\pi_c(v))_{c=1}^{\infty}$ is given by (11), and $\text{Mult}(\pi(v))$ is a Multinomial distribution over $\pi(v)$.

3. The Infinite HRMF Model

Let $y = \{y_n\}_{n=1}^N$ be a set of $d$-dimensional multivariate observations associated with $N$ sites arranged on a 2D lattice. We postulate a Gaussian DPM model for the representation of this data set. A drawback of this model is its lack of an explicit consideration of the spatial dynamics (interdependencies) between the neighboring sites on the input lattice. To introduce such spatial constraints into our model, we further impose an additional MRF (Gibbsian) distribution over the component (Gaussian) densities of the postulated model. For convenience, we consider a simplified, pointwise MRF distribution, obtained by application of the mean-field like approximation, as described in Section 2.1. Conversely, the formulated model might be considered as an HRMF model with countably infinite states, where the (approximate) Gibbsian prior over the states generating the data is conjunct with a Dirichlet process. Then, denoting as $x = (x_n)_{n=1}^N$ the labels of the sites, indicating the states of
the postulated model emitting the associated with the sites observable data, we have

\[ y_n|x_n = c; \Theta_c \sim N(\mu_c, R_c) \quad (16) \]

\[ p(x) = \prod_{n=1}^{N} p(x_n|\pi(v), \tilde{\alpha}_n) \quad (17) \]

and

\[ p(x_n = c|\pi(v), \tilde{\alpha}_n) \propto p(x_n = c|\tilde{\alpha}_n; \beta)p(x_n = c|\pi(v)) \quad (18) \]

where \( p(x_n = c|\tilde{\alpha}_n; \beta) \) are the approximate pointwise prior probabilities of the model states due to the imposed MRF, given by (6), while \( p(x_n = c|\pi(v)) \) are the prior probabilities of the model states stemming from the imposed Dirichlet process, given by (13) and (11).

We denote as the infinite hidden Markov random field (iHMRF) model, the generative model of eqs. (16) - (18), defined on data deriving from a 2D lattice of observations.

Inference for DPM-based models can be conducted under a Bayesian setting, typically by means of variational Bayes (e.g., [5]), or Monte Carlo techniques (e.g., [21]). Here, we prefer a variational Bayesian approach, due to its considerably better scalability in terms of computational costs, which becomes of a major importance when having to deal with large data corpora (as in the case of image pixels). Bayesian inference involves introduction of a set of appropriate priors over the model parameters, and derivation of the corresponding (approximate) posterior densities. We choose conjugate-exponential priors, as this selection greatly simplifies inference and interpretability [2]. Hence, we impose a joint Normal-Wishart distribution over the means and the precisions of the state distributions

\[ p(\Theta_c) = NW(\mu_c, R_c | \lambda_c, m_c, \omega_c, \Psi_c) \quad (19) \]

Additionally, taking under consideration the effect of the innovation hyperparameter \( \alpha \) on the number of effective mixture components of a DPM model, we choose to also impose a (hyper-)prior over the innovation hyperparameter \( \alpha \) of the iHMRF model. We use a Gamma prior with

\[ p(\alpha) = G(\alpha|\eta_1, \eta_2) \quad (20) \]

Our variational Bayesian inference formalism for the iHMRF model consists in derivation of a family of variational posterior distributions \( q(.) \) which approximate the true posterior distribution over the infinite sets \( v = (v_c)_{c=1}^{\infty} \), and \( \{\mu_c, R_c\}_{c=1}^{\infty} \). Apparently, under this infinite dimensional setting, Bayesian inference is not tractable. For this reason, we employ a common strategy in DPM literature, formulated on the basis of a truncated stick-breaking representation of the DP [5]. That is, we fix a value \( K \) and we let the variational posterior over the \( v_i \) have the property

\[ q(v_K = 1) = 1. \]

In other words, we set \( \pi_c(v) \) equal to zero for \( c > K \). Note that, under this setting, the treated iHMRF model involves a full DP prior; truncation is not imposed on the model itself, but only on the variational distribution to allow for a tractable inference procedure. Hence, the truncation level \( K \) is a variational parameter which can be freely set, and not part of the prior model specification.

Let \( W = \{v, \alpha, x, \mu_c, R_c\}_{c=1}^{K} \) be the set of all hidden variables and unknown parameters of the iHMRF model over which a prior distribution has been imposed, and \( \Xi \) be the set of the hyperparameters of the imposed priors, \( \Xi = \{\lambda_c, m_c, \omega_c, \Psi_c, \eta_1, \eta_2\}_{c=1}^{K} \). Variational Bayesian inference consists in the introduction of an arbitrary distribution \( q(W) \) to approximate the actual posterior \( p(W|\Xi, y) \), which is computationally intractable [2]. Under this assumption, the log marginal likelihood (log evidence), \( \log p(y) \), of the model yields [14]

\[ \log p(y) = \mathcal{L}(q) + KL(q||p) \quad (21) \]

where

\[ \mathcal{L}(q) = \int q(W) \log \frac{p(y, W|\Xi)}{q(W)} dW \quad (22) \]

and \( KL(q||p) \) stands for the Kullback-Leibler (KL) divergence between the (approximate) variational posterior, \( q(W) \), and the actual posterior, \( p(W|\Xi, y) \). Since KL divergence is nonnegative, \( \mathcal{L}(q) \) forms a strict lower bound of the log evidence, and would become exact if \( q(W) = p(W|\Xi, y) \). Hence, by maximizing this lower bound \( \mathcal{L}(q) \) (variational free energy) so that it becomes as tight as possible, not only do we minimize the KL-divergence between the true and the variational posterior, but we also implicitly integrate out the unknowns \( W \).

Due to the conjugate exponential prior configuration of the iHMRF model, the variational posterior \( q(W) \) is expected to take the same functional form as the prior, \( p(W) \), [8], thus factorizing as

\[ q(W) = q(x)q(\alpha) \prod_{c=1}^{K} q(v_c) \prod_{c=1}^{K} q(\mu_c, R_c) \quad (23) \]

with

\[ q(x) = \prod_{n=1}^{N} q(x_n) \quad (24) \]
Then, the variational free energy of the model reads

\[
\mathcal{L}(q) = \sum_{c=1}^{K} \int dR_c \int d\mu_c \left[ q(\mu_c, R_c) \right] \\
\times \log \frac{p(\mu_c, R_c|\lambda_c, m_c, \omega_c, \Psi_c)}{q(\mu_c, R_c)} \\
+ \int d\alpha q(\alpha) \left\{ \log \frac{p(\alpha|\eta_1, \eta_2)}{q(\alpha)} \right\} \\
+ \sum_{c=1}^{K} \int d\nu_c q(\nu_c) \log \frac{p(\nu_c|\alpha)}{q(\nu_c)} \\
+ \sum_{c=1}^{K} \sum_{n=1}^{N} q(x_n = c) \left\{ \log \frac{p(x_n = c|x, \partial_n; \beta)}{q(x_n = c)} \right\} \\
+ \int \int dR_c d\mu_c q(\mu_c, R_c) \log p(y_n|\Theta_c) \right\} 
\]

Derivation of the variational posterior distribution \( q(W) \) involves the maximization of the variational free energy \( \mathcal{L}(q) \) over each one of the factors of \( q(W) \) in turn, holding the others fixed, in an iterative manner [7]. By construction, this iterative, consecutive updating of the variational posterior is guaranteed to monotonically and maximally increase the free energy \( \mathcal{L}(q) \), which functions as the convergence criterion for the inference algorithm [8]. An outline of the updates comprising the proposed variational Bayesian inference algorithm for the iHMRF model is provided in the Appendix.

### 4. Image Segmentation Using iHMRF

In this Section we provide the experimental evaluation of our method as an image segmentation tool. We use a subset of the MSRC-v2.0 database [26], a moderate difficulty data set, commonly used as benchmark for image segmentation and object recognition algorithms.

In evaluation of our method, an initial rough segmentation of the examined images is performed first, using the \( k \)-means algorithm. Typically, each image of the used data set does not contain more than 4 different object classes. For this reason, and to assess how capable the iHMRF model is of obtaining the correct number of object classes in an image, the number of clusters (object classes) computed by the \( k \)-means algorithm is set to 9. The \( k \)-means output is on the sequel used to initialize the iHMRF model, which, hence, is evaluated on the basis of both the number of the eventually retained object classes as well as the quality of the final image segments. We conduct image segmentation using color and texture image information, with the color information modeled as the R/G/B color components, and the texture information obtained by a Gabor wavelet decomposition. Finally, regarding selection of the clique potentials of the iHMRF model, we choose a simple Potts model with a second order (8-neighbor) neighborhood system.

In Figs. 1 and 2, we provide a qualitative comparison of the performance of the iHMRF model with a couple of state-of-the-art CRF based methods [15, 16, 26]. We observe that the proposed iHMRF model yields comparable and slightly better results than the state-of-the-art, high-order CRF method of [16]. More specifically, in Fig. 1 we notice that the iHMRF model retains better the right ear of the sheep (leftmost example), while, contrary to the competition, it manages to capture the small whitish details at the right (top and bottom) corners of the image with the bird (second column), better complying with the hand labeled segmentations. Finally, in the last two cases of the airplane and the dog images, our results are comparable to the best of our competitors.

Regarding Fig. 2, we underline that our method yields a better capture of the contour of the chair at its bottom (top example), whereas it retains the empty space between the
Table 1: Quantitative evaluation: Correct pixel classification (%) for the various object categories

<table>
<thead>
<tr>
<th></th>
<th>boat</th>
<th>chair</th>
<th>sheep</th>
<th>grass</th>
<th>airplane</th>
<th>cow</th>
<th>bird</th>
<th>road</th>
<th>sky</th>
</tr>
</thead>
<tbody>
<tr>
<td>[26]</td>
<td>7</td>
<td>15</td>
<td>50</td>
<td>98</td>
<td>60</td>
<td>58</td>
<td>19</td>
<td>86</td>
<td>83</td>
</tr>
<tr>
<td>[28]</td>
<td>31</td>
<td>34</td>
<td>84</td>
<td>87</td>
<td>88</td>
<td>73</td>
<td>19</td>
<td>89</td>
<td>94</td>
</tr>
<tr>
<td>iHMRF</td>
<td>59</td>
<td>83</td>
<td>97</td>
<td>92</td>
<td>81</td>
<td>85</td>
<td>19</td>
<td>87</td>
<td>93</td>
</tr>
</tbody>
</table>

Figure 2: Qualitative evaluation. First Column: Original Images. Second Column: Segmentation result obtained using the pairwise CRF [26]. Third Column: Results obtained by higher order potentials [16]. Fourth Column: Hand labelled result used as ground truth. Fifth Column: Results obtained by the iHMRF model.

Regarding the image with the two sheeps (bottom example), we notice that our method manages to ignore the soft white spot near the leg of the one of the sheeps, contrary to the method of [16] which includes it as a part of the sheep. For the rest of the illustrated experimental cases, our algorithm performance is comparable to that of [16].

In Table 1, we provide a quantitative evaluation of our method, conducted on the basis of the average proportion of correctly classified pixels in the obtained image segments, for each one of the considered object categories from the MSRC-v2.0 database. For comparison, we also cite the performance of the methods in [26] and [28]. As we observe, in several cases the iHMRF model manages to completely outperform the competition, yielding an outstanding result, while in others, it performs comparably to the competition.

Finally, we would also like to underscore that the iHMRF model manages to yield the aforementioned results for only a fraction of the computational time required by high-order CRF methods. For example, as the authors of [16] assert, to obtain an accurate segmentation of a $320 \times 213$ image, their method requires approximately 30 minutes. On the contrary, our method, unsophisticatedly implemented in MATLAB, and run on a Macintosh notebook, converges within an average time of 2.5 minutes. To allow for a better insight, in Fig. 3 we illustrate how the convergence time of our algorithm increases with the number of initial object categories. We observe that the computational complexity of the iHMRF model is linear to the number of initial classes, an advantage which might be of high significance in problems involving detection of objects of multiple categories from complex scenes.

5. Conclusions

In this work, we have described a nonparametric formulation of hidden Markov random field models for robust unsupervised image segmentation. Conversely, the intro-
duced method can be regarded as a spatially-constrained form of Dirichlet process mixture models, where the spatial constraints are encoded in the form of a simplified Gibbsian distribution. Our novel approach is effected by jointly imposing a Dirichlet process and an infinite state Gibbsian distribution over the 2D lattice of the sites associated with the observable data. Approximate inference in our model, needed given its complexity, has been conducted by application of an efficient truncated variational Bayesian algorithm. Experimental evaluation of the iHMRF model using benchmark data sets shows that it manages to yield competitive results with regard to existing state-of-the-art methods, yet with a much better scalability in terms of computational burden. A source code for the replication of the here presented results shall be provided through the website of the authors: http://web.mac.com/soteri0s.
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Appendix

We begin with the posteriors over the DP parameters; we have
\[
q(v_c) = \text{Beta}(\beta_{c,1}, \beta_{c,2})
\]
where
\[
\beta_{c,1} = 1 + \sum_{n=1}^{N} q(x_n = c)
\]
\[
\beta_{c,2} = (\alpha) + \sum_{c'=c+1}^{K} \sum_{n=1}^{N} q(x_n = c')
\]
and
\[
q(\alpha) = \mathcal{G}(\alpha|\hat{\eta}_1, \hat{\eta}_2)
\]
where
\[
\hat{\eta}_1 = \eta_1 + K - 1
\]
\[
\hat{\eta}_2 = \eta_2 - \sum_{c=1}^{K-1} [\psi(\beta_{c,2}) - \psi(\beta_{c,1} + \beta_{c,2})]
\]
and, hence \(\langle \alpha \rangle = \frac{\hat{\eta}_1}{\hat{\eta}_2}\). Regarding the posteriors over the likelihood parameters, we have
\[
q(\Theta_c) = q(\mu_c, R_c) = \mathcal{N}(\mu_c, R_c|\lambda_c, m_c, \omega_c, \Psi_c)
\]
where we introduce the notation
\[
\tilde{\gamma}_c = \sum_{n=1}^{N} q(x_n = c)
\]
\[
\tilde{y}_c = \sum_{n=1}^{N} \frac{q(x_n = c)y_n}{\tilde{\gamma}_c}
\]
\[
\Delta_c = \sum_{n=1}^{N} q(x_n = c) (y_n - \tilde{y}_c) (y_n - \tilde{y}_c)^T
\]
and it holds
\[
\tilde{\omega}_c = \omega_c + \tilde{\gamma}_c
\]
\[
\tilde{\Psi}_c = \Psi_c + \Delta_c + \frac{\lambda_c \tilde{\gamma}_c}{\lambda_c + \tilde{\gamma}_c} (m_c - \tilde{y}_c)(m_c - \tilde{y}_c)^T
\]
\[
\hat{m}_c = \frac{\lambda_c m_c + \tilde{\gamma}_c \tilde{y}_c}{\lambda_c + \tilde{\gamma}_c}
\]
Last, the posteriors over the states generating the data yield
\[
q(x_n = c) \propto p(x_n = c|\hat{x}_n, \beta) \tilde{\pi}_c(v) \tilde{p}(y_n|\Theta_c)
\]
where the spatial priors \(p(x_n = c|\hat{x}_n, \beta)\) are given by (6),
\[
\tilde{\pi}_c(v) = \exp \left( \langle \log \pi_c(v) \rangle \right)
\]
\[
= \exp \left( \sum_{c'=1}^{c-1} (\log(1 - v_{c'}) + \log v_{c'}) \right)
\]
with
\[
\langle \log v_{c'} \rangle = \psi(\beta_{c,1}) - \psi(\beta_{c,1} + \beta_{c,2})
\]
\[
\langle \log(1 - v_{c'}) \rangle = \psi(\beta_{c,2}) - \psi(\beta_{c,1} + \beta_{c,2})
\]
and, finally
\[
\tilde{p}(y_n|\Theta_c) \propto \exp \left( \langle \log p(y_n|\Theta_c) \rangle \right)
\]
\[
= \exp \left[ -\frac{d}{2} \log 2\pi + \frac{1}{2} \langle \log |R_c| \rangle \right]
\]
\[
- \frac{1}{2} \langle (y_n - \mu_c)^T R_c (y_n - \mu_c) \rangle
\]
where
\[
\langle (y_n - \mu_c)^T R_c (y_n - \mu_c) \rangle = \frac{d}{\lambda_c} + \tilde{\omega}_c (y_n - \hat{m}_c)^T \tilde{\Psi}_c^{-1} (y_n - \hat{m}_c)
\]
\[
\langle \log |R_c| \rangle = -\log \frac{\tilde{\Psi}_{c}}{2} + \sum_{k=1}^{d} \psi \left( \frac{\tilde{\omega}_c + 1 - k}{2} \right)
\]
In the above, \(\psi(\cdot)\) denotes the Digamma function, and \(\langle \cdot \rangle\) the variational posterior expectation of a quantity. Finally, as a concluding step, at the end of each iteration of the inference algorithm for the iHMRF model, the estimates \(\hat{x}\) of the site labels are updated according to an MPM criterion, i.e., by maximization of \(q(x_n = c)\) over \(c\), yielding
\[
\hat{x}_n = \arg\max_{c=1}^{K} q(x_n = c)
\]
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