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A B S T R A C T

This paper first points out that the reducts obtained from a simplified decision table are different from those obtained from its original version, and from a simplified decision table, we cannot obtain the reducts in the sense of entropies. To solve these problems, we propose the compacted decision table that can preserve all the information coming from its original version. We theoretically demonstrate that the order preserving of attributes’ inner significance and outer significance in the sense of positive region and inconsistent decision table can be obtained by the method in [10], and Yang [54], through considering the discernibility information in the consistent and inconsistent parts of a decision table respectively, proposed another decision-relative discernibility matrix, by which all reducts can be obtained. Hu and Cercone [10] introduced discernibility matrix into decision tables. Ye and Chen [57] found out that only the reducts for a consistent decision table can be obtained by the method in [10], and proposed a modified discernibility matrix that is suitable for an inconsistent decision table. Yang [54], through considering the discernibility information in the consistent and inconsistent parts of a decision table respectively, proposed another decision-relative discernibility matrix, by which the time of computing reducts is significantly reduced. Wei et al. [51] proposed two discernibility matrices in the sense of Shannon entropy and complement entropy, which efficiently expands the application range of attribute reduction methods based on discernibility matrix. However, the problem of finding all reducts via using these discernibility matrices has been proved to be NP-hard [52,56].

1. Introduction

In many practical applications, the dimensions of data sets (the number of attributes) are becoming higher and higher [1,8,24,31]. For these high-dimensional data, attributes irrelevant to recognition tasks may deteriorate the performance of learning algorithms, and result in the high computing cost [11,33]. Therefore, feature selection has become an important preprocessing step in pattern recognition, data mining and machine learning [9,36].

Among existing feature selection algorithms, supervised feature selection algorithms are commonly employed to process the data with class labels, in which there are some representatives, such as feature selection algorithm with feature selection algorithm based on mRMR [32], sparsity-inducing norms [14], feature selection algorithm based on t-test [44,45], feature subset selection algorithm with ordinal optimization [5] and feature selection algorithm based on neighborhood multi-granulation fusion [25]. For the investigation of feature selection, one of critical issues is how to select feature subset, and filters, wrappers and embedded methods have been generally recognized as the most popular methods to solve the issue [2,8]. In filters methods [16,17], the selection of feature subsets has nothing to do with the chosen learning machine. In wrappers methods [18], the selection of feature subsets depends on the learning machine that scores subsets of feature according to their predictive power. In embedded methods [8,18], the selection of feature subsets, which is a part of training process, is embedded in learning machines. General speaking, filters and embedded methods are more efficient than wrappers methods, and the wrappers and embedded methods are more effective than filters methods [8]. Attribute reduction is an important research area in rough set theory [4,28–30]. From the perspective of feature selection, attribute reduction is a specific kind of supervised feature selection method which adopts filters method. In recent years, researchers have introduced a lot of attribute reduction algorithms. Skowron and Rauszer [40], based on discernibility matrix, proposed an attribute reduction algorithm, by which all reducts can be obtained. Hu and Cercone [10] introduced discernibility matrix into decision tables. Ye and Chen [57] found out that only the reducts for a consistent decision table can be obtained by the method in [10], and proposed a modified discernibility matrix that is suitable for an inconsistent decision table. Yang [54], through considering the discernibility information in the consistent and inconsistent parts of a decision table respectively, proposed another decision-relative discernibility matrix, by which the time of computing reducts is significantly reduced. Wei et al. [51] proposed two discernibility matrices in the sense of Shannon entropy and complement entropy, which efficiently expands the application range of attribute reduction methods based on discernibility matrix. However, the problem of finding all reducts via using these discernibility matrices has been proved to be NP-hard [52,56].
To solve the above problem, researchers introduced heuristic search strategy into the algorithms of finding reducts, which remarkably lessens their computational burden. Hu and Cercone [10] proposed a heuristic attribute reduction algorithm, in which the positive region is utilized to evaluate attribute significance and stop criterion. Slezak [38,39] first introduced an attribute reduction algorithm in the sense of Shannon entropy. Wang et al. [46,47] further improved the kind of algorithms in the sense of shannon entropy. Sequently, Liang et al. [20–22,49], through introducing complement entropy to assess attribute significance and stop criterion, defined a new type of attribute reduction algorithms: the one based on complement entropy. To deal with hybrid data with numerical and categorical attributes, the attribute reduction algorithms based on fuzzy rough set and rough fuzzy set were proposed in [3,12,13,37,41,50]. Additionally, plenty of attribute reduction methods were introduced to process incomplete data [26,27]. Yao and Zhao proposed the attribute reduction methods in decision-theoretic rough sets [55], which can achieve the objective of minimizing the cost of decisions [15]. Although these heuristic algorithms have speed up the process of finding reducts, the attribute values, but also preserve all the information on the fault of the simplified decision table that motivates us to seek the sequence preserving of inner significance and outer significance in the sense of positive region, and design a new positive region attribute reduction algorithm. In Section 4, based on the proposed compacted decision table, we demonstrate the sequence preserving of inner significance and outer significance in the sense of Shannon entropy and complement entropy, and give the corresponding attribute reduction algorithms. In Section 5, several numerical experiments are carried out to indicate the effectiveness and efficiency of the proposed algorithms. Section 6 concludes the paper with some remarks.

2. Preliminaries

2.1. Rough set

An information system (also known as a data table, an attribute–value system, a knowledge representation system) is a 4-tuple $S = (U, A, V, f)$ (for short $S = (U, A)$), where $U$ is a non-empty and finite set of objects, called a universe, and $A$ is a non-empty and finite set of attributes, $V_i$ is the domain of the attribute $a$, $V = \bigcup_{a \in A} V_a$ and $f: U \times A = V$ is a function $f(x, a) \in V_a$ for each $a \in A$ [28].

Each attribute subset $B \subseteq A$ derives an indiscernibility relation in the following way: $R_B = \{(x, y) \in U \times U | f(x, a) = f(y, a), \forall a \in B\}$, where $f(x, a)$ and $f(y, a)$ denote the values of objects $x$ and $y$ with respect to the attribute $a$, respectively. Moreover, the relation $R_B$ partitions $U$ into some equivalence classes given by $U/R_B = \{\{x\} | x \in U\}$, just $U/B$, where $|\{x\}|$ is the equivalence class determined by $x$ with respect to $B$, i.e., $|\{x\}| = \{y \in U | (x, y) \in R_B\}$. Furthermore, for any $Y \subseteq U$, one defines that $(B(Y), B(Y))$ is the rough set of $Y$ with respect to $B$, where the lower approximation $B(Y)$ and the upper approximation $B(Y)$ of $Y$ [28] are described by $B(Y) = \{x | |\{x\}| \subseteq Y\}$ and $B(Y) = \{x | |\{x\}| \cap Y \neq \emptyset\}$.

The objects in $B(Y)$ can be certainly classified as the members of $Y$ on the basis of knowledge in $B$, while the objects in $B(Y)$ can be only possibly classified as the members of $Y$ on the basis of knowledge in $B$. The set $BN_B(Y) = B(Y) - B(Y)$ is called the $B$–boundary region of $Y$. A set is called a rough set (or a crisp set) if the boundary region is non-empty (or empty).

A classification problem can be represented by a decision table $DT = (U, C \cup D)$ with $C \cap D = \emptyset$, where an element of $C$ is called a condition attribute, $C$ is called a condition attribute set, an element of $D$ is called a decision attribute, and $D$ is called a decision attribute set. For the convenience of the latter discussion, we define $\partial(|\{x\}|) = \{f(x, d) | x \in |\{x\}|\}$, where $D = \{d\}$.

For a given decision table $DT = (U, C \cup D)$, $B \subseteq U/D = \{Y_1, Y_2, \ldots, Y_n\}$, we define the lower and upper approximations of the decision attribute set $D$ with respect to $B$ as $BD = \{BY_1, BY_2, \ldots, BY_n\}$, and $BD = \{BY_1, BY_2, \ldots, BY_n\}$.

Furthermore, the positive region of $D$ with respect to $B$ is defined as $POD_B^D(D) = \bigcup_{y \in B} BY_y$, the boundary region is defined as $BNO_B^D(D) = BD - BD$, and the negative region $NEG_B^D(D) = U - BD$. 

To further improve heuristic attribute reduction algorithms, Qian et al. [34] proposed an acceleration mechanism, in which the useless objects for finding reducts is progressively deleted in each iteration. The similar idea in [34] was developed to deal with incomplete data sets and hybrid data sets [35,48]. However, in [34,35,48], only the useless objects are gradually deleted from data sets. In fact, the number of attributes also largely affects the efficiency of attribute reduction algorithm. Based on this consideration, Liang et al. [23] developed a more effective attribute reduction algorithm, in which both the useless objects and the irrelevant attributes are progressively removed from data sets in the process of finding reducts.

However, all the objects in one equivalence class are dealt with by one when running these algorithms mentioned above, though they have the same value on each condition attribute. Thus, it is obvious that the duplicated counting results in the unnecessary time-consuming. To address this issue, some researchers introduced several homomorphisms of an information system, by which a massive information system can be compacted into a relatively small-scale information system and all its reducts are unchanged under the condition of homomorphism [6,7,19,42,43]. Furthermore, to remove the redundancy of a decision table, Xu et al. [53] proposed the simplified decision table, in which all the objects in a condition equivalence class are represented by one of objects in the equivalence class. Thus, the attribute reduction algorithms based on the simplifying decision table become more efficient than the previous ones. But, it is worth noticing that for the objects in one condition equivalence class, their values on the decision attribute are possibly different. In other words, the simplification of a decision table in [53] could make a loss of the values on decision attributes. It is precisely the fault of the simplified decision table that motivates us to seek a new method which cannot only eliminate the repetition of condition attribute values, but also preserve all the information on decision attributes.

Based on the analysis mentioned above, in this paper, we first point out that the reducts obtained from a simplified decision table are different from those obtained from its original version. Then, we propose the compacted decision table, and demonstrate that the sequence preserving of inner significance and outer significance in the sense of positive region after a decision table is compacted. And then, we indicate that from a simplified decision table, the reducts in the senses of Shannon entropy and complement entropy cannot be acquired, and demonstrate that they are able to obtained from a compacted decision table. Sequently, we design three algorithms based on the proposed compacted decision table to find the reducts in the sense of positive region, Shannon entropy and complement entropy. Finally, several numerical experiments are carried out to verify that our proposed algorithms are more efficient than the existing algorithms.

The remainder of the paper is organized as follows. In Section 2, some preliminaries about the rough set theory and attribute reduction algorithms are reviewed. In Section 3, we point out the fault of the simplified decision table, propose the compacted decision table, demonstrate sequence preserving of inner significance and outer significance in the sense of positive region, and design a new positive region attribute reduction algorithm. In Section 4, based on the proposed compacted decision table, we demonstrate the sequence preserving of inner significance and outer significance in the sense of Shannon entropy and complement entropy, and give the corresponding attribute reduction algorithms. In Section 5, several numerical experiments are carried out to indicate the effectiveness and efficiency of the proposed algorithms. Section 6 concludes the paper with some remarks.
Furthermore, we define a partial relation \( \preceq \) on the family \( \{U/B \mid B \subseteq A\} \) as follows: \( U/A \preceq U/B \) if and only if for every \( x \in U \), there exists \( y \in B \) such that \( x \in y \)\( \cap A \), \( x \neq y \) and \( U \subseteq \cup_{x \in \{x \mid x \in y \cap A\}} y \). In this case, we say that \( B \) is coarser than \( A \) (or \( A \) is finer than \( B \)). If \( U/A \preceq U/B \) and \( U/A \neq U/B \), we say that \( B \) is strictly coarser than \( A \) (or \( A \) is strictly finer than \( B \)), denoted by \( U/A < U/B \) (or \( U/B > U/A \)). Moreover, if \( U/C \preceq U/D \) in a decision table, we call the decision table is consistent, otherwise it is inconsistent.

### 2.2 Attribute significance

It is crucial how to measure the significance of one attribute when obtaining the reducts by a heuristic algorithm. Thus, for the development of this paper, we review three representative significance measures, which are based on positive region, Shannon condition entropy, complement condition entropy, respectively.

For a given decision table \( DT = (U, C \cup D) \) and \( B \subseteq C \), the three attribute significance measures are reviewed as follows.

- **Attribute significance based on positive region (PR)** [10]:
  The inner significance of \( a \in C \) is defined as
  \[
  \text{Sig}_{\text{inner}}^{\text{PR}}(a, C, D, U) = \frac{\gamma^D(D) - \gamma^D(D\setminus \{a\})}{\gamma^D(U)}.
  \]
  The outer significance of \( a \in C - B \) with \( B \) is defined as
  \[
  \text{Sig}_{\text{outer}}^{\text{PR}}(a, B, C, D, U) = \frac{\gamma^D(D\setminus \{a\}) - \gamma^D(B\setminus \{a\})}{\gamma^D(U)}.
  \]
  where \( \gamma^D(B) = \frac{1}{n} \sum_{x \in B} \frac{1}{|x|} \log \frac{|x|}{|B|}. \)

- **Attribute significance based on Shannon condition entropy (SCE)** [38]:
  The inner significance of \( a \in C \) is defined as
  \[
  \text{Sig}_{\text{inner}}^{\text{SCE}}(a, C, D, U) = H^C(D\setminus \{a\}) - H^C(D),
  \]
  The outer significance of \( a \in C - B \) with \( B \) is defined as
  \[
  \text{Sig}_{\text{outer}}^{\text{SCE}}(a, B, C, D, U) = H^B(D\setminus \{a\}) - H^B(D\setminus \{a\}) - H^B(U) - H^B(D).
  \]

- **Attribute significance based on complement condition entropy (CCE)** [20]:
  The inner significance of \( a \in C \) is defined as
  \[
  \text{Sig}_{\text{inner}}^{\text{CCE}}(a, C, D, U) = E^D(D\setminus \{a\}) - E^D(D),
  \]
  The outer significance of \( a \in C - B \) with \( B \) is defined as
  \[
  \text{Sig}_{\text{outer}}^{\text{CCE}}(a, B, C, D, U) = E^B(D\setminus \{a\}) - E^B(D\setminus \{a\}) - E^B(U) - E^B(D).
  \]

By means of the inner significance, core [20,28,34,46] can be defined as follows. Let \( DT = (U, C \cup D) \) be a decision table and \( a \in C \). If \( \text{Sig}_{\text{inner}}^{\text{PR}}(a, C, D, U) > 0 \), then \( a \) is a core attribute of \( C \) with respect to \( D \) in the context of type \( \Delta \), where \( \Delta = \{\text{PR, SCE, CCE}\} \).

### 2.3 Heuristic attribute reduction algorithms

Many heuristic algorithms of obtaining reducts have been proposed, in which forward greedy search strategy is commonly adopted. This kind of algorithms start from core, and gradually add the attribute with the maximum outer significance into the candidate attribute subset in each iteration until the stop criterion is satisfied. The description of an forward greedy attribute reduction algorithm is reviewed as follow.

**Algorithm 1** ([10,34]). General forward greedy attribute reduction algorithm (GAR-\( \Delta \))

**Input**: Decision table \( DT = (U, C \cup D) \);
**Output**: One reduct \( \text{red} \).

**Step 1**: \( \text{red} \rightarrow \emptyset; \)

**Step 2**: Compute \( \text{Sig}_{\text{inner}}^{\text{PR}}(a_k, C, D, U), k \leq \vert C \vert \);

**Step 3**: Put \( a_k \) into \( \text{red} \), where \( \text{Sig}_{\text{inner}}^{\text{PR}}(a_k, C, D, U) > 0 \);

**Step 4**: While \( EF_{\text{PR}}^\alpha(\text{red}, D) = EF_{\text{PR}}^\beta(C, D) \) Do/End This provides a stopping criterion.

\[ \text{red} \rightarrow \text{red} \cup \{a_k\}, \text{ where } \text{Sig}_{\text{outer}}^{\text{PR}}(a_k, \text{red}, C, D, U) = \max(\text{Sig}_{\text{outer}}^{\text{PR}}(a_k, \text{red}, C, D, U), a_k \in C - \text{red}) \];

**Step 5**: Return \( \text{red} \) and end.

where \( EF_{\text{PR}}^\alpha(B, D) = EF_{\text{PR}}^\beta(C, D) \) is the stop criterion and \( \Delta = \{\text{PR, SCE, CCE}\} \). For example, while the positive region is employed as the evaluation function, \( EF_{\text{PR}}^\alpha(B, D) \) is equal to \( POS_{\text{PR}}^\alpha(D) \) and \( EF_{\text{PR}}^\beta(C, D) \) is equal to \( POS_{\text{PR}}^\beta(D) \).

Based on Algorithm 1, Qian et al. [34] proposed an accelerator (shown in Algorithm 2) for heuristic attribute reduction in which the current positive region is progressively removed in each iteration. Thus, the consuming time of finding a reduct is significantly reduced.

**Algorithm 2** [34]. Accelerator for attribute reduction from the perspective of objects (ACC-\( \Delta \))

**Input**: Decision table \( DT = (U, C \cup D) \);
**Output**: One reduct \( \text{red} \).

**Step 1**: \( \text{red} \rightarrow \emptyset; \)

**Step 2**: Compute \( \text{Sig}_{\text{inner}}^{\text{PR}}(a_k, C, D, U), k \leq \vert C \vert \);

**Step 3**: Put \( a_k \) into \( \text{red} \), where \( \text{Sig}_{\text{inner}}^{\text{PR}}(a_k, C, D, U) > 0; \) These attributes form the core of the given decision table

**Step 4**: \( i - 1 \) and \( U_i \rightarrow U \);

**Step 5**: While \( EF_{\text{PR}}^\alpha(\text{red}, D) = EF_{\text{PR}}^\beta(C, D) \),

Do/End This provides a stopping criterion.

\[ \text{red} \rightarrow \text{red} \cup \{a_k\}, \text{ where } \text{Sig}_{\text{outer}}^{\text{PR}}(a_k, \text{red}, C, D, U_i) = \max(\text{Sig}_{\text{outer}}^{\text{PR}}(a_k, \text{red}, C, D, U_i), a_k \in C - \text{red}), \]

**Step 6**: Return \( \text{red} \) and end.

where \( EF_{\text{PR}}^\alpha(B, D) = EF_{\text{PR}}^\beta(C, D) \) is the stop criterion, \( \Delta = \{\text{PR, SCE, CCE}\} \). For example, while the positive region is employed as the evaluation function, \( EF_{\text{PR}}^\alpha(B, D) \) is equal to \( POS_{\text{PR}}^\alpha(D) \) and \( EF_{\text{PR}}^\beta(C, D) \) is equal to \( POS_{\text{PR}}^\beta(D) \). Based on the Ref. [34], we review the time complexity of Algorithm 2. The time complexity of Step 2 is \( O(|U||C|(|C| - 1)) \). The time complexity of Step 5 is \( O(|U|(|C| - 1)) \). And the time complexity of other steps is constant. Therefore, the time complexity of Algorithm 2 is \( O(|U||C|(|C| - 1) + \sum_{i=1}^{|C|} |U||C|(|C| - i + 1)) \). Comparison with Algorithm 1, it is easy to know that Step 5 of Algorithm 2 is the key point to accelerate attribute reduction.
3. Simplified decision tables and compacted decision tables

In this section, we first point out that the sequence of attribute significance in a simplified decision table is inconsistent with that in its original version by means of a concrete example. To solve the issue, we propose a kind of new decision table: the compacted decision table. It preserves all the information that its corresponding original decision table has. We further demonstrate that the sequence of attribute significance can be remain after compacting a decision table. Finally, we design the positive region attribute reduction algorithm based on the proposed compacted table.

For the development of this section, the simplified decision table, positive region and negative region of a simplified decision table are first reviewed.

Definition 3.1 [53]. Given a decision table $DT = (U, C \cup D)$, $U/C = \{X_1, X_2, \ldots, X_m\}$, then the simplified decision table is defined as $DT' = (U', C \cup D)$, where $U' = \{X'_1, X'_2, \ldots, X'_n\}$.

The following example gives a concrete simplified decision table.

Example 3.1. From Table 1, we can obtain $U = \{x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}, x_{11}, x_{12}, x_{13}, x_{14}, x_{15}\}$, $U/C = \{x_1, x_2, x_3, x_4\}$, then the positve region of $D$ with respect to $B$ is defined as $POS_B^U(D) = \{x \in X | X \in U' \land X \in U'_B \land |X/D| = 1\}$, where $U'_B = \{x'_i | X'_i \in POS_B^U(D)\}$.

Table 1

<table>
<thead>
<tr>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$x_2$</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>$x_3$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$x_4$</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>$x_5$</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$x_6$</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$x_7$</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>$x_8$</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$x_9$</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>$x_{10}$</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>$x_{11}$</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>$x_{12}$</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$x_{13}$</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$x_2$</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>$x_3$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>$x_4$</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>$x_5$</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$x_6$</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>$x_7$</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$x_8$</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

Definition 3.3 [53]. Given a decision table $DT = (U, C \cup D)$ and its simplified version $DT' = (U', C \cup D)$, $B \subseteq C$, then the negative region of $D$ with respect to $B$ is defined as $NEG_B^U(D) = \{X \in U' | B \setminus X \subseteq U'_B\}$.

where $U'_B = U' \setminus U'_B$.

Based on the positive region and the negative region, the inner significance and the outer significance of a condition attribute in a simplified decision table are defined as:

Definition 3.4. Given a decision table $DT = (U, C \cup D)$ and its simplified version $DT' = (U', C \cup D)$, then the inner significance of $\forall a \in C$ is $Sig_{pr}^{in} (a, C, D, U') = |POS_B^U(D)| - |POS_B^{U \setminus \{a\}}(D)|$.

Computing core, which is one key step in attribute reduction algorithms, is precisely based on the inner significance.

Definition 3.5 [53]. Given a decision table $DT = (U, C \cup D)$ and its simplified version $DT' = (U', C \cup D)$, $B \subseteq C$, then the outer significance of $\forall a \in (C - B)$ is $Sig_{pr}^{out} (a, B, C, D, U') = |POS_B^{U \setminus \{a\}}(D) \cup NEG_B^{U \setminus \{a\}}(D)| - |POS_B^U(D) \cup NEG_B^U(D)|$.

For a condition attribute, the value of its outer significance determines whether it is added into a candidate reduct. In other words, the sequence of all attributes’ outer significance values in a certain iteration of an attribute reduction algorithm determines which attribute is added in the candidate reduct. Therefore, the sequence of outer significance values is crucial to the outcome of running an attribute reduction algorithm. However, we find out that the sequence of outer significance values of the condition attributes in a decision table is different from that in its simplified version, which will be illustrated by the following example.

Example 3.2. From Table 1, we have $U/C = \{x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}, x_{11}, x_{12}, x_{13}, x_{14}, x_{15}\}$. Based on Table 1’s simplified version (shown as Table 2), we can obtain the simplified universe $U' = \{x_1, x_2, x_3, x_4, x_5, x_6, x_{10}, x_{11}, x_{12}, x_{13}, x_{14}, x_{15}\}$.

By computing on Table 1, we have that $U/(a_1) = \{x_1, x_3, x_4, x_5, x_7, x_8, x_{10}, x_{11}, x_{12}, x_{13}, x_{14}, x_{15}\}$, $U/(a_2) = \{x_1, x_3, x_4, x_5, x_7, x_8, x_{10}, x_{11}, x_{12}, x_{13}, x_{14}, x_{15}\}$, and $U/(a_3) = \{x_1, x_3, x_4, x_5, x_7, x_8, x_{10}, x_{11}, x_{12}, x_{13}, x_{14}, x_{15}\}$. And, by computing on Table 2, we have that $U'_B = \{x_1, x_2, x_3, x_4, x_5, x_6, x_{10}, x_{11}, x_{12}, x_{13}, x_{14}, x_{15}\}$, $U'_B = U' \setminus U'_B = \{x_6, x_{11}\}$, $U'_B = U' \setminus U'_B = \{x_6, x_{11}\}$, $U'/a_1 = \{x_1, x_4, x_5, x_{14}, x_{15}\}$, $U'/a_2 = \{x_1, x_3, x_4, x_{10}, x_{11}, x_{12}, x_{13}, x_{14}, x_{15}\}$, and $U'/a_3 = \{x_1, x_3, x_4, x_{10}, x_{11}, x_{12}, x_{13}, x_{14}, x_{15}\}$.

Therefore, $Sig_{pr}^{out} (a_2, B, C, D, U') = |U'_B \setminus U'_B| = |\{x_1, x_4, x_5, x_{14}, x_{15}\}| = 3$, $Sig_{pr}^{out} (a_2, B, C, D, U) = |POS_B^{U \setminus \{a_2\}}(D) \setminus POS_B^U(D)| = \{x_1, x_3, x_4, x_5, x_{10}, x_{12}, x_{13}, x_{14}, x_{15}\}$, $Sig_{pr}^{out} (a_2, B, C, D, U') = |U'_B \setminus U'_B| = |\{x_1, x_4, x_5, x_{14}, x_{15}\}| = 3$. 

For the convenience of illustration, we suppose $B = \{a_1\}$. By Definitions 3.2 and 3.3, we have that $U'_B = POS_B^{U}(D) \cup NEG_B^{U}(D) = \{x_4, x_{13}\}$, $POS_B^{U}(D) = \emptyset$, $U'_B \setminus \{a_1\} = POS_B^{U \setminus \{a_1\}}(D) \cup NEG_B^{U \setminus \{a_1\}}(D) = \{x_1, x_2, x_3, x_4, x_{10}, x_{11}, x_{12}\}$, $U'_B \setminus \{a_2\} = POS_B^{U \setminus \{a_2\}}(D) \cup NEG_B^{U \setminus \{a_2\}}(D) = \{x_2, x_7, x_8, x_6, x_{13}\}$, and $POS_B^{U \setminus \{a_3\}}(D) = \{x_2, x_7, x_8, x_6, x_{13}\}$.

Therefore, $Sig_{pr}^{out} (a_2, B, C, D, U') = |U'_B \setminus U'_B| = |\{x_1, x_4, x_5, x_{14}, x_{15}\}| = 3$, $Sig_{pr}^{out} (a_2, B, C, D, U) = |POS_B^{U \setminus \{a_2\}}(D) \setminus POS_B^U(D)| = \{x_1, x_3, x_4, x_5, x_{10}, x_{12}, x_{13}, x_{14}, x_{15}\}$, and $Sig_{pr}^{out} (a_2, B, C, D, U') = |U'_B \setminus U'_B| = |\{x_1, x_4, x_5, x_{14}, x_{15}\}| = 3$. 


\[ \text{Sig}^{\text{outer}}(a_2, B, C, D, U) = |\text{POS}^U_{B \setminus \{a_2\}}| - |\text{POS}^U_B| = (|X_2, x_5, x_7, x_8, x_{12}, x_{10}, x_{14}|) = 7. \]

From the above analysis, we can find out that \( \text{Sig}^{\text{outer}}(a_2, B, C, D, U) = \text{Sig}^{\text{outer}}(a_2, B, C, D, U) \), but \( \text{Sig}^{\text{outer}}(a_2, B, C, D, U) \) is greater than
\( \text{Sig}^{\text{outer}}(a_2, B, C, D, U) \). It is evident that the sequence of attributes' outer significance values cannot be removed after a decision table is simplified.

To reduce the redundancy attributes in the simplified decision table, Xu et al. [53] designed an attribute reduction algorithm in the sense of positive region. For the convenience of comparing the algorithm in [53] with other algorithms, we add the step of computing core into it and rewrite it in the following algorithm.

**Algorithm 3. Attribute reduction algorithm based on simplified decision tables in the sense of positive region (AR-ST-PR)**

**Input:** Decision table \( DT = (U, C \cup D) \);

**Output:** One red reduced.

**Step 1:** Compute \( DT' = (U', C \cup D) \) by simplifying the decision table \( DT \);

**Step 2:** \( red \leftarrow \emptyset \); // red is the pool to conserve the selected attributes;

**Step 3:** Compute \( \text{Sig}^{\text{inner}}(a_k, C, D', U') \), \( k \leq |C| \);

**Step 4:** Put \( a_k \) into \( red \), where \( \text{Sig}^{\text{inner}}(a_k, C', D', U'_C) > 0 \); // These attributes form the core of the given decision table

**Step 5:** \( i \leftarrow 1 \) and \( U'_1 \leftarrow U' \);

**Step 6:** While \( |\text{POS}^U_{\text{red}}(D')| \neq |\text{POS}^U_{\text{red}}(D)| \),

Do \( \text{Compute the positive region \( \text{POS}^U_{\text{red}}(D) \),}

\[
U'_{i+1} = U'_{i} - \text{POS}^U_{\text{red}}(D) \cup \text{NEG}^U_{\text{red}}(D),
\]

\( red \leftarrow \emptyset \cup \{a_k\} \), where \( \text{Sig}^{\text{inner}}(a_k, red, C, D, U'_{i+1}) \)

\( i \leftarrow i + 1 \);

**Step 7:** return \( red \) and end.

Through adding the step of simplifying decision table (Step 1), Algorithm 3 works on a smaller scale of objects than Algorithm 2, which can significantly reduce its consuming time of computing reduce. Based on the Ref. [53], we review the time complexity of Algorithm 3. The time complexity of Step 1 is \( O(|C| \setminus |U|) \). The complexity of Step 3 is \( O(|U| \setminus |C| - 1) \). The time complexity of Step 5 is \( O(|U| \setminus |C| - i + 1) \). And the time complexity of other steps is constant. Therefore, the time complexity of Algorithm 3 is \( O(|U| \setminus |C| - 1 + \sum_{i=1}^{\infty} ||U|| \setminus |C| - i + 1) \). However, the algorithm cannot generate the same result as Algorithms 1 and 2 do because of the problem pointed out in Example 3.2. To solve this problem, we propose the compacted decision table in the following definition.

**Definition 3.6.** Given a decision table \( DT = (U, C \cup D) \), \( U/C = \{X_1, X_2, \ldots, X_m\} \), \( D = \{d_1, d_2, \ldots, d_n\} \), then the compacted decision table is defined as \( DT'' = (U', C \cup D') \), where \( U' = \{x_1, x_2, \ldots, x_n\} \), \( D' = \{d_1, d_2, \ldots, d_n\} \), and \( f(x'_i, d_i) = |\{x | f(x, d) = d_i, x \in [X_1, X_2, \ldots, X_m]\}| \).

The following example will give a concrete compacted decision table.

**Example 3.3.** Give a decision table \( DT = (U, C \cup D) \) (Shown as Table 1), \( U = \{x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}, x_{11}, x_{12}, x_{13}, x_{14}, x_{15}\} \), \( U/C = \{X_1, X_2, X_3, X_4, X_5, X_6, X_7, X_8, X_9, X_{10}, X_{11}, \ldots, X_{13}, X_{14}, X_{15}\} \), \( \{1, 2, 3\} \), then, based on the definition of the compacted decision table, we have that \( x_1 = \{x_1, x_2, x_4, x_5, x_{10}, x_{11}, x_3, x_{12}, x_9, x_{13}, x_{14}, x_{15}\} \), \( f(x_1, d_1) = 0, f(x_2, d_2) = 0, f(x_3, d_3) = 0, f(x_4, d_4) = 0, f(x_5, d_5) = 0, f(x_6, d_6) = 0, f(x_7, d_7) = 0, f(x_8, d_8) = 0, f(x_9, d_9) = 0, f(x_{10}, d_{10}) = 0, f(x_{11}, d_{11}) = 0, f(x_{12}, d_{12}) = 0, f(x_{13}, d_{13}) = 0, f(x_{14}, d_{14}) = 0, f(x_{15}, d_{15}) = 0 \).

Thus, we can obtain the compacted version of Table 1, i.e. Table 3.

**Based on the proposed compacted decision table, the positive region, which is the basis of inner significance and outer significance, is given as follow.**

**Definition 3.7.** Given a decision table \( DT = (U, C \cup D) \) and its compacted version \( DT'' = (U', C \cup D') \), then the positive region of \( D \) with respect to \( C \) is defined as

\[
\text{POS}^U_{\text{red}}(D') = \{x \in X \mid x' \in U' \setminus D' \setminus \text{POS}^U_{\text{red}}(D) \land \{|d_i \in D' \mid f(x_i, d_i) = 0\} = 1\},
\]

where \( \text{POS}^U_{\text{red}}(X) \) is \( \{x \mid |x| \in \text{POS}^U_{\text{red}}(D)\} \), and \( f(x_i, d_i) = \sum_{a \in \text{POS}^U_{\text{red}}(D')} f(x_i, d_i) \).

Based on the positive region in a compacted decision table, we define the inner and the outer attribute significance in the following definition.

**Definition 3.8.** Given a decision table \( DT = (U, C \cup D) \) and its compacted version \( DT'' = (U', C \cup D') \), then the inner significance of an attribute \( a \in C \) is

\[
\text{Sig}^{\text{inner}}_{\text{PR}}(a, C', D') = \sum_{x'_i \in \text{POS}^U_{\text{red}}(D')} \sum_{d_i \in D} f(x'_i, d_i) - \sum_{x'_i \in \text{POS}^U_{\text{red}}(D')} \sum_{d_i \in D} f(x'_i, d_i).
\]

Inner significance is the basis of computing the core, which is also the key step in the process of computing a reduced in a compacted decision table.

**Definition 3.9.** Given a decision table \( DT = (U, C \cup D) \) and its compacted version \( DT'' = (U', C \cup D') \), then the outer significance of an attribute \( a \in C \setminus B \) is

\[
\text{Sig}^{\text{outer}}_{\text{PR}}(a, B, C', D') = \sum_{x'_i \in \text{POS}^U_{\text{red}}(D')} \sum_{d_i \in D} f(x'_i, d_i).
\]

To analyze how the sequence of attributes' inner and outer significance values will change after a decision table is compacted, we will introduce two theorems, which are based on the following lemma.

**Table 3**

<table>
<thead>
<tr>
<th>( x_1 )</th>
<th>( x_2 )</th>
<th>( x_3 )</th>
<th>( x_4 )</th>
<th>( x_5 )</th>
<th>( x_6 )</th>
<th>( x_7 )</th>
<th>( x_8 )</th>
<th>( x_9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>
Lemma 3.1. Given a decision table \( DT = (U, C \cup D) \) and its compacted version \( DT'' = (U', C \cup D') \), \( B \subseteq C \), then
\[
\sum_{x' \in \operatorname{POS}^B(D')} \sum_{d \in D'} f(x', d) = |\operatorname{POS}^B(D)|.
\]

Proof. In order to prove the theorem, we suppose that \( U = \{x_1, x_2, \ldots, x_n\} \), \( \operatorname{POS}^B(D) = \{x'_1 \cup \{x'_2\} \cup \cdots \cup \{x'_n\}\} \), \( U/C = \{x'_1, x'_2, \ldots, x'_m\} \), \( U = \{x_1, x_2, \ldots, x_n\} \).

Then, from the definition of positive region in the compacted decision table, we have that
\[
\sum_{x' \in \operatorname{POS}^B(D')} \sum_{d \in D'} f(x', d) = \sum_{x' \in \operatorname{POS}^B(D')} \sum_{d \in D' \cap \{x' \cup \{x'\} \}} f(x', d) = \sum_{x' \in \operatorname{POS}^B(D')} |x'_1|.
\]

Furthermore, from the existing condition \( B \subseteq C \), we can obtain that \( U/B \supseteq U/C \). Thus, without any lose of generalization, we suppose that \( \operatorname{POS}^B(D) = \{x'_1 \cup \{x'_2\} \cup \ldots \cup \{x'_n\}\} \), \( U/B = \{x_1, x_2, \ldots, x_n\} \).

Theorem 3.2. Given a decision table \( DT = (U, C \cup D) \) and its compacted version \( DT'' = (U', C \cup D') \). If \( \operatorname{Sig}^\text{inner}(a, C, D', U') > \operatorname{Sig}^\text{inner}(a, C, D', U') \), then
\[
\operatorname{Sig}^\text{inner}(a, C, D, U) > \operatorname{Sig}^\text{inner}(a, C, D, U).
\]

Theorem 3.3. Given a decision table \( DT = (U, C \cup D) \) and its compacted version \( DT'' = (U', C \cup D') \). If \( \operatorname{Sig}^\text{outer}(a, C, D', U') > \operatorname{Sig}^\text{outer}(a, C, D', U') \), then
\[
\operatorname{Sig}^\text{outer}(a, C, D, U) > \operatorname{Sig}^\text{outer}(a, C, D, U).
\]
Furthermore, by the conclusion of Lemma 3.1, we have that
\[ \sum_{x_j \in \text{POS}_{\text{Pr}}^{(1)}(D)} f(x_j, d_i) > \sum_{x_j \in \text{POS}_{\text{Pr}}^{(1)}(D)} f(x_j, d_i) \]

\[ \iff |\text{POS}_{\text{Pr}}^{(1)}(D)| > |\text{POS}_{\text{Pr}}^{(1)}(D)| \]

\[ \iff |\text{POS}_{\text{Pr}}^{(1)}(D)| - |\text{POS}_{\text{Pr}}^{(1)}(D)| > |\text{POS}_{\text{Pr}}^{(1)}(D)| \]

\[ \iff |\text{POS}_{\text{Pr}}^{(1)}(a, B, C, D, U)| > |\text{POS}_{\text{Pr}}^{(1)}(b, B, C, D, U)|. \]

Therefore, we have that \( \text{Sig}_{\text{Pr}}^{\text{outer}}(a, B, C, D, U) > \text{Sig}_{\text{Pr}}^{\text{outer}}(b, B, C, D, U) \) if \( \text{Sig}_{\text{Pr}}^{\text{outer}}(a, B, C, D, U) > \text{Sig}_{\text{Pr}}^{\text{outer}}(b, B, C, D, U) \). \( \Box \)

Based on the results of Theorems 3.1 and 3.2, we design a new attribute reduction algorithm.

**Algorithm 4.** Attribute reduction algorithm based on compacted decision tables in the sense of positive region (AR-CT-PR)

**Input:** Decision table \( DT = (U, C \cup D); \)

**Output:** One reduct \( \text{red} \).

**Step 1:** Compute \( DT^\prime = (U^\prime, C \cup D^\prime) \) by compacting the decision table \( DT; \)

**Step 2:** \( \text{red} \rightarrow \emptyset; \) // \( \text{red} \) is the pool to conserve the selected attributes;

**Step 3:** Compute \( \text{Sig}_{\text{Pr}}^{\text{outer}}(a, C, D^\prime, U^\prime), k \leq |C|; \)

**Step 4:** Put \( a_k \) into \( \text{red} \), where \( \text{Sig}_{\text{Pr}}^{\text{outer}}(a_k, C, D^\prime, U^\prime) > 0; // \) These attributes form the core of the given decision table;

**Step 5:** \( i = 1 \) and \( \text{U}^\prime_i \rightarrow U^\prime; \)

**Step 6:** While \( |\text{POS}_{\text{Pr}}^{\text{red}}(D^\prime)| = 0 \),

Do \( \{ \text{Compute the positive region } \text{POS}_{\text{Pr}}^{\text{red}}(D^\prime), \)

\( U^\prime_{i+1} = U^\prime_i - \text{POS}_{\text{Pr}}^{\text{red}}(D^\prime) \cup \text{NEG}_{\text{Pr}}^{\text{red}}(D^\prime), \)

\( \text{red} \rightarrow \text{red} \cup \{a_k\}, \text{where } \text{Sig}_{\text{Pr}}^{\text{outer}}(a_k, \text{red}, C, D^\prime, U^\prime_{i+1}), a_k \in C - \text{red}, \)

\( i = i + 1 ; \)

**Step 7:** return \( \text{red} \) and end.

Furthermore, we analyze the time complexity of Algorithm 4. Because the process of constructing the compacted table is in fact identical to the one of partitioning the universe \( U \) with all condition attribute and the time complexity of computing partition is \( O(|C|(|U|)) [53] \), we have that their time complexity of Step 1 is \( O(|C|(|U|)) \). In step 3, \( \text{Sig}_{\text{Pr}}^{\text{outer}}(a_k, C, D^\prime, U^\prime) \) is computed on the compacted decision table \( DT^\prime \). Thus the complexity of this step is \( O(|U^\prime|(|C| - 1)) \). In Step 5, through progressively adding an attribute with the maximal significance into the candidate reduct in each iteration, a reduct can eventually be found. The time complexity of other steps is constant. Therefore, the time complexity of Algorithm 4 is \( O(|U^\prime|(|C| - 1) + \sum_{i=1}^{|C|} |U^\prime_i|) \) (\(|C| - 1) + 1 \)). Comparison with the complexity of Algorithm 2, the difference between the universe \( U \) in a decision table and the universe \( U^\prime \) in its compacted version is key point. Therefore, the smaller the ratio of between \( U \) and \( U^\prime \) is, the less time-consuming of Algorithm 3 is. To illustrate these differences, the time complexity of each step in Algorithms 2–4 is shown as Table 4.

### 4. Shannon entropy and complement entropy attribute reduction based on compacted decision tables

From the analysis in the above section, we can see that the simplified decision table discards some decision values of objects, which results in not being able to compute the items \( |X| \) and \( |X| \cap |Y| \) in the expression of entropies. Therefore, Shannon entropy and complement entropy cannot be computed by means of a simplified decision table. To solve this problem, in this section, we propose Shannon condition entropy and complement condition entropy for a compacted decision table and design the corresponding attribute reduction algorithms.

#### 4.1. Shannon entropy attribute reduction for a compacted decision table

In this subsection, we first define the Shannon entropy, inner significance and outer significance for a compacted decision table. Furthermore, some theorems, which ensure that sequence preserving of attribute’s inner significance and outer significance defined by Shannon entropy after a decision table is compacted, are proposed. Finally, an effective attribute reduction algorithm is designed for a compacted decision table.

**Definition 4.1.** Given a decision table \( DT = (U, C \cup D) \) and its compacted version \( DT^\prime = (U^\prime, C \cup D^\prime) \), \( B \subseteq C \), \( U^\prime \cap B = \{X_1, X_2, \ldots, X_l\} \), then the Shannon condition entropy in the compacted decision table is defined as

\[ H^C(D^\prime | B) = -\sum_{i=1}^{m} \frac{f(X_i, d_i)}{|U^\prime|} \log \frac{f(X_i, d_i)}{\sum_{i=1}^{m} f(X_i, d_i)} \]

where \( f(X_i, d_i) = \sum_{i=1}^{n} f(x_{i, j}, d_i) \), \( m' = |U^\prime / B| \) and \( n' = |D'| \).

To analyze how the sequence of attribute’s inner significance and outer significance values will change after a decision table being compacted, we employ three theorems, which is basis on the following lemma.

**Lemma 4.1.** Given a decision table \( DT = (U, C \cup D) \) and its compacted version \( DT^\prime = (U^\prime, C \cup D^\prime) \), \( B \subseteq C \), then

\[ H^C(D^\prime | B) = \frac{|U'|}{|U|} H^C(D^\prime | B). \]

**Proof.** From the definition of the compacted decision table, it is easy to know that \( U/C = \{X_1, X_2, \ldots, X_m\} \), \( X_i = \{x_i, x_{i, 1}, \ldots, x_{i, n}\} \). Let \( m = |U/B|, n = |U/D|, m' = |U'/B| \) and \( n' = |D'| \). It is obvious that \( m = m' \) and \( n = n' \). Without any loss of generalization, by the definition of a compacted decision table, we suppose that \( U/B = \{X_1, X_2, \ldots, X_l\} \), \( U'/B = \{X_1, X_2, \ldots, X_l\} \) and \( X_i \in X_i \iff X_i \in X_i \). Then, we obtain that

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Step 1</th>
<th>Step 2</th>
<th>Step 3</th>
<th>Step 5</th>
<th>Other steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm 2</td>
<td>O(</td>
<td>C</td>
<td>(</td>
<td>U</td>
<td>))</td>
</tr>
<tr>
<td>Algorithm 3</td>
<td>O(</td>
<td>C</td>
<td>(</td>
<td>U</td>
<td>))</td>
</tr>
<tr>
<td>Algorithm 4</td>
<td>O(</td>
<td>C</td>
<td>(</td>
<td>U</td>
<td>))</td>
</tr>
</tbody>
</table>

---

**Table 4**

The comparison between the time complexities of Algorithms 2–4.
\[ f(X_j, d_i) = \sum_{x_j \in X_j} \sum_{x \in X_j} \left| \chi(x, d) \right| = \nu_{x, x} \in X_j | \]

\[ = \sum_{x_j \in X_j} \left| \chi(x, d) \right| + \left| \chi(x, d) \right| = |X_j|, \]

And, by means of Definition 3.1, we have that

\[ H^U(D|B) = -\sum_{x_j \in X_j} \frac{|X_j|}{|U|} \sum_{x \in X_j} \frac{\log \left( |X_j| / |X_j| \right)}{\log \left( |X_j| / |X_j| \right)} = -\sum_{x_j \in X_j} \frac{\log (|X_j| / |X_j|)}{\log (|X_j| / |X_j|)} = \frac{|U|}{|U|} H^U(D|B). \]

where \( m = |U|/n, n = |U|/D, m' = |U|/B \) and \( n' = |D'|. \]

From the lemma, we can see that the relationship between the value of Shannon entropy in a decision table and the one in its compacted version. To better illustrate the Lemma 4.1, based on Tables 1 and 3, we give the following example.

Example 4.1. Based on Tables 1 and 3, we suppose \( B = \{a_1\} \), and can obtain that \( U/B = \{(x_1, x_2, x_4), (x_2, x_3, x_7, x_9, x_{10}, x_{12}, x_{14}), (x_6, x_9, x_{11}), (x_{13}, x_{15})\} \), and the partition of universe in the compacted Table 1 (shown as Table 3) is \( U/B = \{(x_1, x_4), (x_2, x_3, x_7, x_9, x_{10}, x_{12}, x_{14}), (x_6, x_9, x_{11}), (x_{13}, x_{15})\} \). By Definition 4.1, we have that

\[ H^U(D|B) = -\sum_{x_j \in X_j} \frac{|X_j|}{|U|} \sum_{x \in X_j} \frac{\log (|X_j| / |X_j|)}{\log (|X_j| / |X_j|)} = -\sum_{x_j \in X_j} \frac{\log (|X_j| / |X_j|)}{\log (|X_j| / |X_j|)} = \frac{|U|}{|U|} H^U(D|B). \]

From the theorem, we can see that the value of Shannon condition entropy for a decision table is proportional to the one for its compacted version, which is the basis of constructing effective attribute reduction algorithm on compacted decision tables. To better illustrate Theorem 4.1, we give the following example.

Example 4.2. (Continued from Example 4.1) Based on Table 3, we have \( U^U = \{x_1, x_4\} \) and \( U - U^U = \{x_2, x_3, x_7, x_9, x_{10}, x_{12}, x_{14}, x_6, x_9, x_{11}, x_{13}, x_{15}\} \). Then,

\[ H^U(D|B) = -\sum_{x_j \in X_j} \frac{|X_j|}{|U|} \sum_{x \in X_j} \frac{\log (|X_j| / |X_j|)}{\log (|X_j| / |X_j|)} = -\sum_{x_j \in X_j} \frac{\log (|X_j| / |X_j|)}{\log (|X_j| / |X_j|)} = \frac{|U|}{|U|} H^U(D|B). \]

Combination with the result of \( H^U(D|B) \) in Example 4.1, we have that \( H^U(D|B) = \frac{1}{3} H^U(D|B) \).

Lemma 4.1 and Theorem 4.1 are the basis of the following Theorems 4.2 and 4.3. Based on Shannon condition entropy in a compacted decision table, we will define the inner significance and investigate its change mechanism.

Definition 4.2. Given a decision table \( DT = (U, C \cup D) \) and its compacted version \( DT^C = (U', C \cup D') \), then the inner significance of \( a \in C \) is

\[ \text{Sig}_{H}^\text{inner}(a, C, D') = H^U(D'|C - a) - H^U(D'|C). \]

The inner significance is the basis of computing the core for a compacted decision table.
This theorem is easy to be proved by means of Theorem 4.1, and ensures that the core obtained from a decision table is identical to the one from its compacted version. The conclusion provides the theoretical foundation of computing core for Algorithm 5.

Furthermore, in the compacted decision table, the outer attribute significance defined by Shannon entropy and its change mechanism will be given as follows.

**Definition 4.3.** Given a decision table $DT = (U, C \cup D)$, and its compacted version $DT'' = (U', C \cup D')$, $B \subseteq C$, then the significance of $\forall a \in (C - B)$ is

$$\text{Sig}_H^{\text{outer}}(a, B, C, D, U') = H'(D'^{(B)}) - H'(D'^{(B \cup \{a\}))}$$

Based on Definition 4.3, we investigate the change mechanism of outer significance in the following theorem.

**Theorem 4.3.** Given a decision table $DT = (U, C \cup D)$ and its compacted version $DT'' = (U', C \cup D')$, if $\text{Sig}_H^{\text{outer}}(a, B, C, D, U' - U'_B) > \text{Sig}_H^{\text{outer}}(a, B, C, D', U' - U'_B)$, then $\text{Sig}_H^{\text{outer}}(a, B, C, D, U) > \text{Sig}_H^{\text{outer}}(a, B, C, D, U')$.

**Proof.** From the existing condition and Theorem 4.1, we have that

$$\text{Sig}_H^{\text{outer}}(a, B, C, D', U' - U'_B) = \frac{|U|}{|U'|} \cdot \text{Sig}_H^{\text{outer}}(b, B, C, D, U) \cdot \text{Sig}_H^{\text{outer}}(a, B, C, D, U')$$

In similar, we obtain that $\text{Sig}_H^{\text{outer}}(b, B, C, D', U' - U'_B) = \frac{|U|}{|U'|} \cdot \text{Sig}_H^{\text{outer}}(a, B, C, D, U)$. Therefore,

$$\text{Sig}_H^{\text{outer}}(a, B, C, D', U' - U'_B) > \text{Sig}_H^{\text{outer}}(b, B, C, D', U' - U'_B) \Leftrightarrow \text{Sig}_H^{\text{outer}}(a, B, C, D, U) > \text{Sig}_H^{\text{outer}}(b, B, C, D, U) \quad \square$$

From Theorem 4.3, we can see that the sequence of attributes' outer significance defined by Shannon entropy is unchanged after a decision table is compacted, which ensures that the results of attribute reduction in its compacted version is identical to the ones in a decision table. To better illustrate the theorem, we give the following example.

**Example 4.3.** (Continued from Example 3.4 and 4.2) Based on Tables 1 and 3, we obtain the partitions $U/(a_1) = \{x_1, x_3, x_4\}$, $\{x_2, x_5, x_6, x_9, x_10, x_12, x_14\}$, $\{x_6, x_9, x_{11}\}$, $\{x_{13}, x_{15}\}$, $U/(a_2) = \{x_1, x_3, x_4\}$, $\{x_2, x_5, x_6, x_9, x_{10}, x_{14}\}$, $\{x_6, x_{12}\}$, $\{x_9, x_{10}, x_{11}\}$, $\{x_{13}, x_{15}\}$, $U/(a_3) = \{x_1, x_3, x_4\}$, $\{x_2, x_5, x_6, x_9, x_{10}, x_{12}, x_{14}\}$, $\{x_{13}\}$, $\{x_{15}\}$, $U/(a_4) = \{x_1, x_3, x_4\}$, $\{x_2, x_5, x_6, x_9, x_{10}, x_{12}, x_{14}\}$, $\{x_{13}\}$, $\{x_{15}\}$, $U/(a_5) = \{x_1, x_3, x_4\}$, $\{x_2, x_5, x_6, x_9, x_{10}, x_{12}, x_{14}\}$. From Example 3.4, we have $B = \{a_1\}$ and $U' - U'_B = \{x_2, x_5, x_6, x_9, x_{10}, x_{12}, x_{14}\}$.

By computing, we have

$$H'(D|B) = 0.3141, \quad H'(D|B \cup \{a_2\}) = 0.1929, \quad H'(D|B \cup \{a_3\}) = 0.0954, \quad H'(D|B \cup \{a_4\}) = 0.5786$$

Furthermore, by the definition of outer significance, we have

$$\text{Sig}_H^{\text{outer}}(a_2, B, C, D, U) = H'(D|B) - H'(D|B \cup \{a_2\}) = 0.3141 - 0.1929 = 0.1212.$$
Definition 4.4. Given a decision table $DT = (U, C \cup D)$ and its compacted version $DT'' = (U', C \cup D')$, then the complement entropy for a compacted decision table is defined as

$$E^{\ell'}(D')(C) = \sum_{j=1}^{m'} \sum_{i=1}^{n'} \frac{f(X'_j, d_i) - f(X'_j, d_i)}{|U|},$$

where $f(X'_j, d_i) = \sum_{x \in X'_j} x f(x, d_i)$, $m' = |U'/B|$ and $n' = |D'|$.

We investigate the relationship between complement entropy in a decision table and that in its compacted version, which is the basis of designing an attribute reduction algorithm based on a compacted decision table. The following lemma and theorems will be employed to solve the issue.

Lemma 4.2. Given a decision table $DT = (U, C \cup D)$ and its compacted version $DT'' = (U', C \cup D')$, $B \subseteq C$, then

$$E^{\ell'}(D|B) = \frac{|U'|^2}{|U|^2} E^{\ell'}(D'|B).$$

We omit the proof of Lemma 4.2, because it is similar with the one of Lemma 4.1. To better illustrate the Lemma 4.2, we give the following example.

Example 4.4. Based on Tables 1 and 3, we suppose $B = \{a_1\}$, and can obtain that $U'/B = \{x_1, x_3, x_4\}, \{x_2, x_7, x_9, x_{10}, x_{12}, x_{14}\}, \{x_6, x_{13}, x_{15}\}$, and the partition of universe in the compacted Table 1 (shown as Table 3) is $U'/B = \{x_1, x_4\}, \{x_2, x_7, x_9\}, \{x_6\}, \{x_{13}\}$), as shown in Table 4.4. We have that $E^{\ell'}(D|B) = \sum_{j=1}^{m} \sum_{i=1}^{n} \frac{Y_j \cap X_i}{|U|} \frac{Y_j \cap X_i - X_i \cap Y_j}{|U|}$

$$= \frac{1}{15} \left( 3 \times 0 + 0 \times 3 + 0 \times 3 + 0 \times 3 \right) + \frac{1}{15} \left( 0 \times 7 + 2 \times 5 + 2 \times 5 + 3 \times 4 \right) + \frac{1}{15} \left( 1 \times 2 + 1 \times 1 + 0 \times 3 + 0 \times 3 \right) + \frac{1}{15} \left( 0 \times 2 + 1 \times 1 + 1 \times 1 + 0 \times 2 \right),$$

and

$$E^{\ell'}(D'|B) = \sum_{j=1}^{m'} \sum_{i=1}^{n'} \frac{f(X'_j, d_i) \sum_{i=1}^{n} f(X'_j, d_i) - f(X'_j, d_i)}{|U'|}$$

$$= \frac{1}{7} \left( 3 \times 0 + 0 \times 3 + 0 \times 3 + 0 \times 3 \right) + \frac{1}{7} \left( 0 \times 7 + 2 \times 5 + 2 \times 5 + 3 \times 4 \right) + \frac{1}{7} \left( 1 \times 2 + 1 \times 1 + 0 \times 3 + 0 \times 3 \right) + \frac{1}{7} \left( 0 \times 2 + 1 \times 1 + 1 \times 1 + 0 \times 2 \right).$$

Therefore, we have that $E^{\ell'}(D|B) = \frac{1}{15} E^{\ell'}(D'|B)$.

Theorem 4.4. Given a decision table $DT = (U, C \cup D)$ and its compacted version $DT'' = (U', C \cup D')$, then

$$E^{\ell'}(D|B) = \frac{|U' - U'_B|^2}{|U|^2} E^{\ell'}(D'|B).$$

We omit the proof of Theorem 4.4, because it is very similar with the one of Theorem 4.1.

Example 4.5. (Continued from Example 4.1) Based on Table 3 and Definition 3.7, we have $U''_B = POS^{B}(D') = \{x_1, x_4\}$. Thus $U' - U''_B = \{x_2, x_6, x_7, x_9, x_{13}\}$, and

$$E^{\ell'}(D|B) = \sum_{j=1}^{m} \sum_{i=1}^{n} \frac{f(X'_j, d_i) \sum_{i=1}^{n} f(X'_j, d_i) - f(X'_j, d_i)}{|U'|}$$

$$= \frac{1}{7} \left( 0 \times 7 + 2 \times 5 + 2 \times 5 + 3 \times 4 \right) + \frac{1}{7} \left( 1 \times 2 + 1 \times 1 + 0 \times 3 + 0 \times 3 \right) + \frac{1}{7} \left( 0 \times 2 + 1 \times 1 + 1 \times 1 + 0 \times 2 \right).$$

Combination with the result of $E^{\ell'}(D|B)$ in Example 4.4, we have that $E^{\ell'}(D|B) = \frac{1}{15} E^{\ell'}(D'|B)$.

Based on the complement condition entropy proposed above, the inner attribute significant in the sense of complement entropy and its change mechanism are given as follows.

Definition 4.5. Given a decision table $DT = (U, C \cup D)$, and its compacted version $DT'' = (U', C \cup D')$, then the inner significance of $\forall a \in C$ is

$$\text{Sig}_a^{\text{inner}}(a, C, D', U') = E^{\ell'}(D' - \{a\}) - E^{\ell'}(D'|C).$$

For a compacted decision table, the inner attribute significance is the basis of computing the core of condition attributes with respect to decision attributes. Therefore, it is important to investigate the change mechanism of inner significance.

Theorem 4.5. Given a decision table $DT = (U, C \cup D)$ and its compacted version $DT'' = (U', C \cup D')$, $a, b \in C$. If $\text{Sig}_a^{\text{inner}}(a, C, D', U') > \text{Sig}_b^{\text{inner}}(b, C, D', U')$, then $\text{Sig}_a^{\text{inner}}(a, C, D, U) > \text{Sig}_b^{\text{inner}}(b, C, D, U)$.

This theorem is easy to be proved by Lemma 4.2, and ensures that the core in the sense of complement entropy obtained from a decision table is equal to the one from its compacted version. This theorem provides the theoretical foundation of computing core in Algorithm 6.

Furthermore, we define the outer significance in the sense of complement entropy, which is the basis of determining which attribute is added into the candidate reduct in each iteration of attribute reduction algorithms.

Definition 4.6. Given a decision table $DT = (U, C \cup D)$ and its compacted version $DT'' = (U', C \cup D')$, $a, b \in C - B B \subset C$, then the outer significance of $\forall a \in (C - B)$ is

$$\text{Sig}_a^{\text{outer}}(a, B, C, D', U') = E^{\ell'}(D'|C) - E^{\ell'}(D'|C \cup \{a\}).$$

Based on the definition, we investigate the change mechanism of outer attribute significance after a decision table is compacted.
Theorem 4.6. Given a decision table \( DT = (U, C \cup D) \) and its compacted version \( DT^c = (U', C \cup D') \), \( U/B \rightarrow U/C \). If 
\[
\text{Sig}^\text{outer}(a, B, C, D', U') > \text{Sig}^\text{outer}(b, B, C, D', U'),
\]
then \( \text{Sig}^\text{outer}(a, B, C, D, U) > \text{Sig}^\text{outer}(b, B, C, D, U) \).

We omit the proof of this theorem, because it is similar with the one of Theorem 4.3.

From this theorem, we can obtain the sequence preserving of attribute significance in the sense of complement entropy after a decision table is compacted, which ensures that the reducts obtained from a compacted decision table is identical to those obtained from its original version.

Based on the theoretical results mentioned above, we design an attribute reduction algorithm (called as Algorithm 6: Attribute reduction algorithm for a compacted decision table in the sense of complement condition entropy (AR-CT-CCE)). The algorithm is similar with Algorithms 4 and 5, but the inner significance, outer significance and stop criterion are replaced by those in the sense of complement entropy. Thus, we omit the description of Algorithm AR-CT-CCE. Because the time complexity of Algorithm 6 is identical to the one of Algorithm 4, we also omit its analysis here.

5. Experimental analysis

To verify the theoretical results mentioned above, in this section, we carry out several comparative experiments between ACC-PR, AR-ST-PR and AR-CT-PR, between ACC-SCE and AR-CT-SCE, and between ACC-CCE and AR-CT-CCE. The hardware used in these experiments is a personal computer equipped with Intel Core i3 and 2 GB Memory, and the operation system and software are Windows 7 and C#, respectively. Twelve data sets in UCI repository of machine learning databases are employed in experiments and shown in Table 5 in which the size of data sets, the dimension of the data sets and the number of decision value of every data set vary widely. In addition, to meet the needs of the experiment, we covert the incomplete data sets into the complete ones, and also discretize the numerical data sets.

5.1. Experiments about ACC-PR, AR-ST-PR and AR-CT-PR

We carry out the experiments on first ten data sets in Table 5 to compare ACC-PR with AR-ST-PR, and the results are shown in Table 6. From this table, we can see that the bold figures 12, 13 in the reduct of ‘letter’ are different from 13, 12 in the reduct of the simplified ‘letter’, and the phenomenon also appears in data sets ‘Spec’, ‘Wine_lis’, ‘Ticdata2000’ and ‘Molecula’, which indicates that the reducts obtained from a simplified decision table is different from the ones obtained from its original version.

Table 7 shows the concrete process of running ACC-PR and AR-CT-PR on the data set Ticdata2000. The profile of Ticdata2000 is given in the first row of Table 7 (Row ‘Initialization’), in which Column ‘Att’ represents attribute, Column ‘U’ represents universe, Column ‘POS’ represents positive region, Column ‘NEG’ represents negative region, and Column ‘Time’ represents the time of reading objects. The second row in Table 7 shows the consuming time of finding core by means of ACC-PR and AR-CT-PR. The rows from Loop1 to Loop14 show in each loop, the profiles of ticdata2000 and the compacted ticdata2000 and the consuming time of ACC-PR and AR-CT-PR, respectively. From the Table 7, we can see that the number of objects (5158) in the compacted Ticdata2000 is less than the one (5822) in Ticdata2000, and thus the consuming time of finding core and the reduct by AR-CT-PR is correspondingly less than the one by ACC-PR. The experimental results indicate that AR-CT-PR is more efficient than ACC-PR if a decision can be significantly compacted.

Furthermore, Table 8 lists the experimental results of running ACC-PR and AR-CT-PR on all data sets in Table 5. In Table 8, Column ‘Algorithm’ represents the employed algorithm, Column ‘Object’ represents the numbers of objects in a data set and the one in its compacted version, Column ‘Ratio_C’ represents the ratio of the compacted data sets and the original data sets, Columns ‘Ini_T’, ‘Com_T’, ‘Cor_T’ and ‘Red_T’ represent the time of reading data, the time of compacting data, the time of computing core and the time of computing reduct, Column ‘Total_T’ is the sum of them, and Column ‘Ratio_T’ represents the ratio of the consuming time of ACC-PR and the one of AR-CT-PR. From the Table 8, we can see that
the consuming time of AR-CT-PR is much less than the one of consuming time of ACC-PR on the most of the data sets in Table 5. However, AR-CT-PR consumes more time than ACC-PR on the two data sets Kr-vs-kp and Mushroom, which is caused by the reason that AR-CT-PR need the time to compact data though these data sets are unchanged after being compacted. It is should be pointed that we can see based on result in Table 8, the ratio of the time consuming of ACC-PR and AR-CT-PR has some correlation with the ratio of the size of a data set and that of its compacted version.

5.2. Experiments about ACC-SCE and AR-CT-SCE

The comparative experiments between Algorithm ACC-SCE and Algorithm AR-CT-SCE on the data sets in Table 5 are listed in Tables 9 and 10. Table 9 shows the concrete process of running ACC-PR and AR-CT-PR on the dataset Ticdata2000.

Table 7

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Algorithm</th>
<th>Object</th>
<th>Ratio_C (%)</th>
<th>Cor/Red</th>
<th>Ini_T</th>
<th>Com_T</th>
<th>Cor_T</th>
<th>Red_T</th>
<th>Total_T</th>
<th>Ratio_T (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>ACC-PR</td>
<td>683</td>
<td>100.00</td>
<td>1/4</td>
<td>0.0052</td>
<td>–</td>
<td>0.0676</td>
<td>0.0208</td>
<td>0.0936</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>AR-CT-PR</td>
<td>449</td>
<td>65.74</td>
<td>1/4</td>
<td>0.00104</td>
<td>0.00312</td>
<td>0.0156</td>
<td>0.0624</td>
<td>66.67</td>
<td></td>
</tr>
<tr>
<td>Letter</td>
<td>ACC-PR</td>
<td>20,000</td>
<td>100.00</td>
<td>3/11</td>
<td>0.1091</td>
<td>25.3040</td>
<td>10.0308</td>
<td>35.4439</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AR-CT-PR</td>
<td>18,659</td>
<td>93.30</td>
<td>3/11</td>
<td>1.5132</td>
<td>18.9852</td>
<td>8.6112</td>
<td>29.2187</td>
<td>82.44</td>
<td></td>
</tr>
<tr>
<td>Monks</td>
<td>ACC-PR</td>
<td>1711</td>
<td>100.00</td>
<td>6/6</td>
<td>0.1047</td>
<td>0.1352</td>
<td>0.0000</td>
<td>0.1399</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AR-CT-PR</td>
<td>432</td>
<td>25.25</td>
<td>6/6</td>
<td>0.0052</td>
<td>0.0233</td>
<td>0.0032</td>
<td>0.0237</td>
<td>23.73</td>
<td></td>
</tr>
<tr>
<td>Spect</td>
<td>ACC-PR</td>
<td>267</td>
<td>100.00</td>
<td>14/16</td>
<td>0.0333</td>
<td>0.1397</td>
<td>0.0127</td>
<td>0.1557</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AR-CT-PR</td>
<td>219</td>
<td>82.02</td>
<td>14/16</td>
<td>0.1043</td>
<td>0.0983</td>
<td>0.0020</td>
<td>0.1140</td>
<td>73.22</td>
<td></td>
</tr>
<tr>
<td>HVWNT</td>
<td>ACC-PR</td>
<td>600</td>
<td>100.00</td>
<td>0/2</td>
<td>0.0294</td>
<td>5.8276</td>
<td>0.1040</td>
<td>5.9610</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AR-CT-PR</td>
<td>78</td>
<td>13.00</td>
<td>0/2</td>
<td>0.0294</td>
<td>0.4166</td>
<td>0.0223</td>
<td>0.5390</td>
<td>9.38</td>
<td></td>
</tr>
<tr>
<td>Wine-lis</td>
<td>ACC-PR</td>
<td>178</td>
<td>100.00</td>
<td>0/2</td>
<td>0.0090</td>
<td>0.0177</td>
<td>0.0168</td>
<td>0.0155</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AR-CT-PR</td>
<td>126</td>
<td>70.79</td>
<td>0/2</td>
<td>0.0107</td>
<td>0.0071</td>
<td>0.0098</td>
<td>0.0070</td>
<td>69.05</td>
<td></td>
</tr>
<tr>
<td>Ticdata2000</td>
<td>ACC-PR</td>
<td>5822</td>
<td>100.00</td>
<td>10/24</td>
<td>0.2132</td>
<td>204.0536</td>
<td>7.3996</td>
<td>211.6664</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AR-CT-PR</td>
<td>5158</td>
<td>88.59</td>
<td>10/24</td>
<td>2.4960</td>
<td>160.9659</td>
<td>4.8932</td>
<td>168.2983</td>
<td>79.51</td>
<td></td>
</tr>
<tr>
<td>Molecular</td>
<td>ACC-PR</td>
<td>3190</td>
<td>100.00</td>
<td>0/10</td>
<td>0.0780</td>
<td>21.6372</td>
<td>7.0876</td>
<td>28.8028</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AR-CT-PR</td>
<td>3005</td>
<td>94.20</td>
<td>0/10</td>
<td>0.3692</td>
<td>19.1880</td>
<td>7.0148</td>
<td>26.6500</td>
<td>92.53</td>
<td></td>
</tr>
<tr>
<td>Kr-vs-kp</td>
<td>ACC-PR</td>
<td>3196</td>
<td>100.00</td>
<td>27/29</td>
<td>0.0400</td>
<td>14.7829</td>
<td>0.0052</td>
<td>14.8381</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AR-CT-PR</td>
<td>3196</td>
<td>100.00</td>
<td>27/29</td>
<td>0.4400</td>
<td>17.1412</td>
<td>1.6276</td>
<td>18.7688</td>
<td>102.97</td>
<td></td>
</tr>
<tr>
<td>Mushroom</td>
<td>ACC-PR</td>
<td>5644</td>
<td>100.00</td>
<td>0/3</td>
<td>0.0353</td>
<td>11.7412</td>
<td>1.6276</td>
<td>13.3688</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AR-CT-PR</td>
<td>5644</td>
<td>100.00</td>
<td>0/3</td>
<td>0.6117</td>
<td>11.7412</td>
<td>1.6276</td>
<td>13.3688</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td>BlogData_T</td>
<td>ACC-PR</td>
<td>13,099</td>
<td>100.00</td>
<td>0/90</td>
<td>0.9516</td>
<td>32945.1473</td>
<td>225.6699</td>
<td>33171.7688</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AR-CT-PR</td>
<td>8771</td>
<td>66.96</td>
<td>0/90</td>
<td>0.9516</td>
<td>5853.0885</td>
<td>145.7193</td>
<td>6118.4452</td>
<td>18.44</td>
<td></td>
</tr>
<tr>
<td>GFE</td>
<td>ACC-PR</td>
<td>27,936</td>
<td>100.00</td>
<td>183/204</td>
<td>2.4960</td>
<td>767911.32</td>
<td>484.6396</td>
<td>767955.923</td>
<td>39.54</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AR-CT-PR</td>
<td>18,156</td>
<td>64.99</td>
<td>183/204</td>
<td>2.4960</td>
<td>83720.5454</td>
<td>244.6396</td>
<td>83745.5923</td>
<td>39.54</td>
<td></td>
</tr>
</tbody>
</table>

* '-' represents Null.

5.2. Experiments about ACC-SCE and AR-CT-SCE

The comparative experiments between Algorithm ACC-SCE and Algorithm AR-CT-SCE on the data sets in Table 5 are listed in Tables 9 and 10. Table 9 shows the concrete process of running ACC-PR and AR-CT-PR on data set Ticdata2000. In Table 9, the first row (Row 'Initialization') indicates the profile of Ticdata2000, which exhibits the information of attribute (Column 'Att'), universe (Column 'U'), positive region (Column 'POS'), negative region (Column 'NEG'), and the time of reading Ticdata2000 (Column 'Time'); the second row shows the profile of the compacted Ticdata2000 and the consuming time of compacting Ticdata2000, and the columns about ACC-SCE in this row are Null because there is no step in ACC-SCE; the third row shows the profiles of Ticdata2000 and the compacted Ticdata2000 after deleting the positive region of core with respect to decision attribute, and the consuming time of computing core by ACC-SCE and AR-CT-SCE. The rows between Loop1 and Loop12 are the process of running ACC-PR and AR-CT-PR on the dataset Ticdata2000.
and Loop14 show in each loop, the profiles of Ticdata2000 and the compacted Ticdata2000 and the consuming time of ACC-SCE and AR-CT-SCE. From Table 9, we can see that the number of objects (5158) in the compacted Ticdata2000 is less than the one (5822) in Ticdata2000, meanwhile the time of computing core and reduct by AR-CT-SCE is much less than the one by ACC-SCE. These experimental results indicate that AR-CT-SCE is more efficient than ACC-SCE, if a decision can be significantly compacted.

Furthermore, the comparison of running ACC-SCE and AR-CT-SCE on all data sets in Table 5 is listed in Table 10. In this table, Column ‘Algorithm’ represents the employed algorithms, Column ‘Object’ represents the number of objects in the original and the compacted data sets, Column ‘Ratio_C’ shows the ratio of the number of objects in the compacted data sets and the one in its original version, Columns ‘Ini_T’, ‘Com_T’, ‘Cor_T’ and ‘Red_T’ represent the read time, the time of compacting data sets, the time of computing core and the time of computing reduct respectively. Column ‘Total_T’ represents the sum of them, Column ‘Ratio_T’ represents the ratio of the consuming time of running ACC-SCE and the one of running AR-CT-SCE. From Table 10, we can see that the consuming time of finding reducts by AR-CT-SCE is much less than the one by ACC-SCE on the most of the data sets in Table 5. However, for data sets Kr-vs-kp and Mushroom, AR-CT-SCE consumes more than the one of running ACC-SCE, because these two data sets are unchanged after the two data sets are compacted. It is should be pointed that we can see based on result in Table 10, the ratio of the time consuming of ACC-SCE and AR-CT-SCE has some correlation with the ratio of the size of a data set and that of its compacted version.
5.3. Experiments about ACC-CCE and AR-CT-CCE

In this section, Tables 11 and 12 show the experimental results of the comparison between ACC-CCE and AR-CT-CCE on the data sets in Table 5. Table 11 indicates the concrete process of running ACC-CCE and AR-CT-CCE on the data set Ticdata2000. In Table 11, the first row (Row ‘Initialization’) shows the initial status of Ticdata2000, in which Column ‘Att’ represents attribute, Column ‘U’ represents universe, Column ‘POS’ represents positive region, Column ‘NEG’ represents negative region, and Column ‘Time’ represents the time of reading Ticdata2000; the second row shows the profile of the compacted Ticdata2000 and the consuming time of compacting Ticdata2000, and the columns about ACC-CCE in this row are Null because there is no the step of compacting data set in ACC-CCE; the third row shows the consuming time of computing core by ACC-CCE and AR-CT-CCE; the rows between Loop1 and Loop14 show in each loop, the profiles of Ticdata2000 and the compacted Ticdata2000 and the consuming time of ACC-CCE and AR-CT-CCE. From Table 11, we can see that the number of objects (5158) in the compacted Ticdata2000 is less than the one (5822) in Ticdata2000, and the time of computing core and reduct by means of AR-CT-CCE is much less than the one by means of ACC-CCE. The results indicate that AR-CT-CCE is more efficient than ACC-CCE if a decision can be significantly compacted.

Furthermore, the experimental results of running ACC-CCE and AR-CT-CCE on all data sets in Table 5 are listed in Table 12. In this table, Column ‘Algorithm’ represents the employed algorithms, Column ‘Object’ represents the number of objects in the original dataset, Column ‘Ratio_C (%)’ represents the ratio of the objects in the compacted dataset to the objects in the original dataset, Column ‘Cor/Red’ represents the number of objects in the compacted dataset and the number of objects in the original dataset, Column ‘Ini_T’ represents the time of initial status of the dataset, Column ‘Com_T’ represents the time of computing core, Column ‘Red_T’ represents the time of computing reduct, Column ‘Total_T’ represents the total time of the process, and Column ‘Ratio_T (%)’ represents the ratio of the total time of the process to the total time of the process in ACC-CCE. From Table 12, we can see that the results indicate that AR-CT-CCE is more efficient than ACC-CCE if a decision can be significantly compacted. The results also show that AR-CT-CCE is more efficient than ACC-CCE on all data sets except for the data set BlogData_T and GFE, where ACC-CCE is more efficient than AR-CT-CCE.
and the compacted data sets, Column ‘Ratio_C’ shows the ratio of the number of objects in the compacted data sets and the one in its original version. Columns ‘Ini_T’, ‘Com_T’, ‘Cor_T’ and ‘Red_T’ represent the read time, the time of compacting data sets, the time of computing core and the time of computing reduct respectively, Column ‘Total_T’ represents the sum of them, Column ‘Ratio_T’ represents the ratio of the consuming time of running ACC-CCE and AR-CT-CCE. From the Table 12, we can see that the consuming time of AR-CT-CCE is much less than the one of running AR-CT-CCE. The results of comparative experiments between ACC-CCE and AR-CT-CCE from the Table 12, we can see that the consuming time of AR-CT-CCE is much less than the one of ACC-CCE on the most of the data sets in Table 5. However, AR-CT-CCE consumes more time than ACC-CCE on data sets Kr-vs-kp and Mushroom, which is caused by the reason that AR-CT-CCE consumes more time than ACC-CCE on data sets.

5.4. Comparative experiments between the attribute reduction algorithm based on mRMR and our algorithms

To better indicate the effectiveness of our algorithms, in this section, we will carry out the comparative experiment between the attribute reduction algorithm based on mRMR (minimal-redundancy-maximal-relevance criterion) and our proposed algorithms. In [32], the feature selection algorithm base on mRMR was proposed, which is representative feature selection algorithm. The algorithm aims at selecting the feature subset that can leads to promising improvement on classification accuracy. Since this paper focus on investigating the attribute reduction algorithms that aim at preserving the discernibility of data sets in some sense (for example, in the sense of positive region, Shannon entropy and complement entropy), we need to modify the feature selection algorithm in [32] to make it become comparable with our proposed algorithms. The modified algorithm adapts the filter strategy, forward greedy search, and the same stop criteria as those in our algorithms, whose description is given as follow.

Algorithm 7. Attribute reduction algorithm based on mRMR (AR-mRMR-Δ)

Input: Decision table $DT = (U, C \cup D)$;
Output: One reduct red.

Step 1: $red = \emptyset$; // red is the pool to conserve the selected attributes;

Step 2: While $EF^{\Delta}_N(red, D) \neq EF^{\Delta}_N(C, D)$ Do// This provides a stopping criterion

$$\{red = red \cup \{a\}, \text{where } (l(a_0, D) - \frac{1}{m} \sum_{a_i \in red} l(a_0, a_i)) = \max\{(l(a_0, D) - \frac{1}{m} \sum_{a_i \in red} l(a_0, a_i)), a_k \in C - red\};$$

Step 3: return red and end,

where $l(a_i, a_j) = \sum_{i=1}^{m} \sum_{I=1}^{n} \frac{\log_2 \frac{|X_i \cap Y_j|}{|X_i| \cap |Y_j|}}{|X_i| \cap |Y_j|} X_i \in U/a_i, Y_j \in U/a_j$, $EF^{\Delta}_N(B, D) = EF^{\Delta}_N(C, D)$ is the stopping criterion, $\Delta = \{PR, SCE, CCE\}$. For example, while the positive region is employed as the evaluation function, $EF^{\Delta}_N(B, D)$ is equal to $POS_B^\Delta(D)$ and $EF^{\Delta}_N(C, D)$ is equal to $POS_C^\Delta(D)$.

The results of comparative experiments between AR-mRMR-PR and AR-CT-PR, between AR-mRMR-SCE and AR-CT-SCE, and between AR-mRMR-ACC and AR-CT-ACC are shown in Tables 13–15, respectively. From Table 13, we can see that the reducts obtained by Algorithm AR-CT-PR are more optimal than that of Algorithm AR-mRMR-PR (from the perspective of the number of attributes in the selected reducts); whilst the time consuming of conducting Algorithm AR-CT-PR is shorter than that of conducting Algorithm AR-mRMR-PR on the most of data sets (except for HVWNT, Molecular and Mushroom). The similar experimental results appear in the Tables 14 and 15, which indicate, in most cases, the Algorithms AR-CT-SCE and AR-CT-ACC are also more optimal than Algorithms AR-mRMR-SCE and AR-mRMR-ACC respectively, in the aspect of the number of selected attributes and time-consuming. However, it should be pointed that our
proposed Algorithms are only superior than that based on mRMR from the perspective of acquiring reducts.

6. Conclusion

In this paper, we first pointed out that the attribute reduction algorithm for a simplified decision table has two key faults as follows: (1) The reducts obtained from a simplified decision table are different with the ones obtained from its original version; (2) The reducts in the sense of Shannon entropy and complement entropy cannot be obtained from a simplified decision table. We further found out that the reason that results in these two faults is essentially the lose of the values on decision attributes while a decision table is simplified. To solve these two issues, we proposed the compacted table which preserves all the information coming from a decision table. Several theorems are introduced to theoretically demonstrate the sequence preserving of inner and outer significance after a decision table is compacted, and three new attribute reduction algorithms based on compacted decision tables are designed to find the reducts in the sense of positive region, Shannon entropy and complement entropy. Finally, we carried out several numerical experiments to indicate the effectiveness and efficiency of these proposed algorithms.
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