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Abstract

Heterogeneous networks combine different access technologies. An important problem in such networks is the selection of the most suitable radio access network. To perform this task efficiently, a lot of information is required, such as signal strength, QoS, monetary cost, battery consumption, and user preferences. These are well known issues and a considerable effort has been made to tackle them using a number of solutions. These efforts improve the performance of vertical handover but also add considerable complexity. In this paper, we introduce an enhanced algorithm for radio access network selection, which is simple, flexible and applicable to future mobile systems. Its main characteristics are the distribution of the radio access selection process among the mobile terminal and the core network, the evaluation of mobile terminal connections separately and the primary role of user preferences in the final decision. The performance of the algorithm is evaluated through simulation results, which show that the algorithm provides a high rate of user satisfaction. It decreases the messages required for the vertical handovers in the whole network and it alleviates the core network from the processing of unnecessary requests.

Keywords: Network Selection, Algorithm, Heterogeneous, Vertical Handover, WLAN, UMTS

1. Introduction

The expected evolution of mobile communications will offer several radio access technologies (RATs) with different characteristics served by a common core network. These networks try to combine RATs with different capabilities in a co-operating rather than in a competing manner. In this way, they combine complementary advantages of all RATs; they improve the overall network capacity and the supported quality of the service. Such heterogeneous networks can be seen as an evolution of 3G cellular networks, e.g., an integrated UMTS with WLAN coverage areas (hotspots). In these networks, the user can benefit from the universal coverage and the quality of service provision of UMTS, along with the higher bandwidth availability combined with the lower cost of the WLAN. At the same time, the network providers find an inexpensive way to increase the network capacity, to alleviate the UMTS radio interface from significant load and to provide more services at a lower cost for the users. In such environments, a mechanism is required for the user and the network to select the most appropriate RAT for a connection.

In a homogeneous network where only one RAT is available, the main factors upon deciding on the best access point to the network are the measured quality of the radio signal and the congestion of a cell. However, in a heterogeneous network, this procedure is far more complicated. If signal strength measurements at the mobile terminal (MT) suggest that more than one RAT is appropriate to serve a connection, additional parameters have to be evaluated to reach the final decision. Such parameters are the user preferences, the monetary cost, the battery consumption, the location/speed/direction of a user, the type of QoS support, as well as the current traffic load in a target RAT. Thus, the final decision should be reached as the result of a trade-off between different and sometimes contradicting criteria. Reaching this decision by keeping the user satisfied and not violating the network policies can be a very complex problem. Several proposals have been presented to tackle this issue. Some of the proposals are based on the numerical outcome of mathematical functions. Other proposed solutions are based in fuzzy logic, neural networks or a combination of them. Also policy-based schemes have been proposed to tackle the same issue. All these solutions are briefly...
described in the following paragraphs, while a more detailed description can be found in [1].

As mentioned earlier, one way to tackle this issue is to use mathematical functions (a.k.a. cost functions [2], score functions [3] and user utility or benefit functions [4]). Cost functions calculate the cost of using a specific RAT at the given time and the RAT with the least cost is selected. Score, benefit functions and user utility pick up the RAT with the higher result. The outcome of these functions is dependent on several parameters such as bandwidth, user preferences, power consumption etc. All parameters in such functions are normalised and the decision metric comes as a linear equation of all parameters with suitable weights. Each of these parameters may change dynamically over time, so it is necessary to recalculate these functions every time a decision needs to be taken. Such mathematical functions provide a simple way to select a RAT for a connection. Also, performance analysis in [2] shows that when compared to traditional mechanisms both throughput and effective bandwidth are improved. On the other hand, the different parameters in these functions have different units (e.g., dB in signal strength with dollars of using a network and hours of battery life) and there is a point to think about when mixing all these in a single equation. Furthermore, a certain unit does not directly measure some parameters, such as security and user preferences. So it is not always clear how they can be formed as mathematical equations and incorporated in such mechanisms.

Another solution is the use of fuzzy logic [5], of neural networks [6] or their combination [7]. As in the previous case, the solutions in this category consider many parameters, apart from the signal strength, in the heterogeneous environment to provide solutions in the HO initiation and decision. These solutions can take into consideration both the user preferences as well as the operators’ policies. This poses a quite complicated problem, where fuzzy logic systems and neural network classifiers can offer flexible solutions to cope with imprecise data. They can minimize the number of unnecessary HOs and maximize the percentage of satisfied users. The disadvantage of these solutions is that they increase the complexity of the decision process and that in the case of neural networks a pre-training session of the system is required [8].

A third solution to the same problem is the use of policy-based schemes. The term policy describes a rule-set that has to be enforced in the RAT selection. Policy-based schemes may involve several network entities and they can offer a simple or a more sophisticated solution based on rules that are mapped to actions taken when specific events occur. These events involve the change of various parameters, some of which are static (they do not change over time) and some dynamic (their values change), that have to be considered in the heterogeneous network. By keeping the rules simple, these solutions provide for a fast and easily implemented solution at the expense of non-optimal resource utilisation. In order to avoid this drawback, more sophisticated policies can be introduced, but the complexity of the system is increased. Special care is needed in order to avoid conflicts between different policies, especially when residing in different network nodes. These schemes may be combined with one of the previous mechanisms in order to make the final decision. It is important to mention that strict rules do not supply scalability and flexibility to cope with all contradicting parameters involved. There is always a trade-off between the complexity of the network architecture and the performance of the system [9–11].

Apart from the disadvantages already presented in each one of the aforementioned category of solutions, most of them have been evaluated in a theoretical level and have been designed without any prior study on the required signalling exchange and the required calculations to be performed inside the network. Instead, the proposed mechanism has been designed with exactly these attributes in mind, trying to keep the overall procedure as simple as possible and offer a flexible and extendible solution. More specifically, the main aim of our proposal is to alleviate the core network from several calculations, to avoid certain unnecessary HO triggering and the corresponding signalling load in the radio interface, and at the same time to highly meet the user’s preferences. A prior version of this algorithm has been introduced in [12]. Here we elaborate this work and evaluate the algorithm using simulation results.

The proposed algorithm deals with RAT selection in an integrated UMTS/WLAN heterogeneous network. There are three key points at the algorithm design:

1) It considers the user preferences in order to make the final decision. In other words, the first step is for the user to provide the network with a set of acceptable solutions.
2) It evaluates each connection of a MT separately and proposes the most suitable RAT for each one of them. The MT builds a prioritised list of target RATs per connection, based on a number of parameters (e.g., user profile, monetary cost, battery consumption). The network operator will decide based on this list and the values of another set of parameters such as the user speed and location, and the congestion of a target RAT. All these issues are explained in detail in the forthcoming sections.
3) It is split into two distinct and cooperating parts. The first runs on the MT while the second in the core network (CN). This architectural option aims at reducing the overall complexity of the system and the signalling exchange between entities by having the terminals to actively participate in complex operations. This is a valid option for us since next generation mobile terminals are expected to be equipped with more advanced processing and memory capabilities.

Although there is some work in the literature presenting the above key points, up to our knowledge, none of them take advantage of all of them at the same time.
Furthermore, there is no evaluation on the user satisfaction and the signalling load alleviation. The simulation results presented at the end of the paper justify the aforementioned design points. When compared with other proposal the key difference of our mechanism is that its main focus is not on a pure load-balanced system but rather on how to satisfy the preferences of the users.

The remainder of the paper is organised as follows. Section 2 elaborates the MT and network parts of the algorithm. Next, Section 3 presents a quantitative evaluation of the algorithm in an integrated UMTS/WLAN environment, through simulations. Finally, conclusions and future work are described in Section 4.

2. RAT Selection Algorithms

The algorithm involves several parameters in the decision process. Also, some assumptions were made for its design and functionality. Furthermore, as already mentioned, the proposed algorithm is the combination of two sub-algorithms: the one running at the MT and the second one at the CN. All these are described in the following subsections.

2.1. Assumptions and Parameters of the Algorithm

In the proposed algorithm, we assume that the MTs are multimode, i.e., they have multiple radio interfaces in order to support a number of connections via more than one RAT at the same time [13]. We focus on the problem of selecting the most suitable access network: 1) when a new call is to be initiated; 2) when a new alternative RAT becomes reachable by a MT having active connections (i.e., a vertical HO is imminent). The first case is simpler, since it only requires making the decision if the new call will be accepted and which of the available RATs will support it. In the second case, it is important to re-evaluate all active connections, given that another alternative RAT is now available. Since several parameters need to be taken into consideration, this task needs some time before reaching a decision. This processing time cannot be avoided, if sensible HO decisions are required (e.g., handing over a connection to a WLAN hotspot of a radius of 100 meters is not sensible for users moving with their vehicles in a speed of 80 Km/h since the connection will be handed over again to another cell and/or RAT in around 9 seconds).

When establishing a new connection or deciding a vertical HO, the algorithm evaluates the following five parameters:

1) The specific service requirements (i.e., service profile): Each service, even if it is adaptive to the bandwidth and QoS offered by each RAT, has always some minimum requirements from the radio connection in order to be successfully supported.

2) The MT specifications and capabilities (i.e., MT profile): Each MT may have a different set of radio interfaces, each one of them having particular requirements regarding the battery consumption, the CPU power, the available memory etc. Also, the battery duration and consumption are not constant and they depend heavily on the type and the number of connections and RATs that are active [14].

3) User’s profile: The typical user is interested in neither the network technologies available nor the underlying difficulties to support seamless mobility. The user simply wants to get services easily, in a standard quality and at the least price possible. So, the user should be able to easily specify criteria in prioritised way, e.g. least cost, battery duration, QoS. This could be done via a graphical user interface on the MT, where the user could specify these criteria. Thus, a prioritisation of the alternative RATs based on user’s preferences is feasible and can be part of the user’s profile.

4) Network operator policies: The network operator wants to control the load of the proposed attachment points from the MT and also maximise if possible, the revenues. Though, it may be necessary to decide based on how to load balance the traffic between the different RATs, while at the same time taking into account the subscriber’s preferences.

5) The MT location, speed and direction information: This is very important information, the knowledge of which may avoid the execution of unnecessary handovers. This could be the case of a fast moving user approaching a WLAN access point. There is no point in accepting this user to this WLAN, since in a few seconds he/she will be out of this coverage area.

All the above make quite clear that the selection of the radio interface to support a new call or a HO has to be based on several preferences and requirements, some of them conflicting with others. For example a user may prefer to pay the lowest price without sacrificing the quality of the received service, even in a congested network. So, this selection is mainly a trade-off between the user preferences and the operator’s ones.

The algorithm proposed here is split in two cooperating parts. The first one runs in the MT while the second one in the core network. This approach has the advantage of easing the core network load on measurements and calculations for each HO case while minimizing the signalling exchange between terminals and network components. Thus, it leads to better utilisation of the precious resources at the radio interface. It looks like a mobile assisted handover case taken one step further, since the MT plays a more active and crucial role since it produces the set of acceptable RATs for each of its connections. Since the tendency in MT hardware characteristics is to be more powerful and having more battery autonomy, this approach does not stretch the MT. In the next two subsections, we present these two cooperating parts of the algorithm.
2.2. Algorithm Running in the Mobile Terminal

This part of the algorithm aims at prioritising the RATs for each connection separately. Its output is a list of user-preferred RATs for each one of the active connections of a MT. In order to accomplish this, it evaluates the first three of the parameters mentioned in the previous sub-section, i.e., the user, the terminal and the service profiles. The remaining two parameters are taken into account to the part of the algorithm running in the core network.

The algorithm running in the MT is shown in Figure 1. The whole procedure is initiated when one of the three following triggers occurs:
1) The MT detects a new alternative RAT with adequate signal strength/quality.
2) A new call is initiated from the MT user.
3) An “urgent” HO (regarding the time constraints) is imminent as a result of degradation of the radio link.

The algorithm treats the first two cases in the same way, since its main goal here is to create a prioritised list of the available RATs, based on the aforementioned parameters. A very important aspect affecting the RAT selection is when the various measurements are performed. These measurements may indicate the radio link degradation or the discovery of an alternative RAT. These are periodic measurements and very important to the whole procedure, but they are out of the scope of this paper.

The first possible trigger that is able to initiate the algorithm concerns the discovery of an additional alternative RAT in the vicinity of the MT, while the MT has active connections. This is described in the right part of Figure 1. If RSS measurements indicate that this new RAT has adequate signal strength, then the MT will create a list with the priorities of each RAT for each specific connection. If N is the number of active connections and M the number of available RATs, then this priority list takes the form of a two-dimensional matrix NxM, named pr_list in Figure 1. Then the MT reads the user profile and according to the user’s preferences it constructs this matrix by giving a value to each cell (i, j) representing the priority of the j-th RAT for the i-th connection. The next step is to collect and average the values of all downlink (DL) measurements and evaluate them. The evaluation results may adjudicate that a certain RAT cannot fulfil the constraints that a specific type of service poses (stored in the service profile), such as bit-error rate and jitter. In such a case, this RAT will be eliminated from the priority list, by putting the value of zero in the specific cell of the pr_list. After the RAT elimination
phase, the algorithm estimates all factors reflecting the cost of each candidate RAT selection to the MT’s characteristics, i.e. the battery consumption, the CPU and memory requirements, etc. This evaluation takes place after the RAT elimination step, in order to avoid evaluations of a RAT that will be rejected. This estimation has to be combined with the user preferences. This means that according to the importance that each one of these factors has for the particular user, the algorithm treats it in a different way. The importance is indicated in the user profile stored in the MT. Thus, the pr_list is modified again. The final step of this part of the algorithm is to sort the matrix per connection, in descending order as far as priorities are concerned, starting from the one better satisfying the user. This puts pr_list in its final format and it is the final priority list sent to the CN. There, the corresponding part of the algorithm is executed, having as input this prioritised list, as described in the following sub-section.

In order to clarify how this part of the algorithm works, let us consider an example and follow each step of the algorithm. We consider a MT being able to simultaneously communicate via UMTS and WLAN. At a given time, it has three active connections, thus M=3. Also, it can communicate via either UMTS or two alternative WLANs, i.e. N=3. In this case, the information stored in the user profile is used to build the initial priority list, such as the one shown in Table 1. For connection 1, UMTS has the highest priority, whereas WLAN1 the lowest. For connection 2, WLAN2 is set to zero, indicating that this type of access network is not acceptable to the user for the specific service, for a reason such as monetary cost or QoS offered. The next step in the algorithm is the evaluation of radio signal measurements. Let us suppose that UMTS does not fulfil the service requirements of connection 1. So, it is eliminated from the list, as shown in Table 2. The next step is the evaluation of additional parameters, such as battery duration. In our example, the user wants to maximise the duration of the battery as long as possible. A simple solution could be to support all connections by WLAN1, since it is the only RAT adequate for all three connections. This means that the list will be modified, by finding the RAT with the maximum priority for each connection and add it to the corresponding priority of WLAN1. Table 3 shows the result of this step, where WLAN1 has the highest priority for all connections. The sorting of the list is the last step of this part of the algorithm. This is shown in Table 4, for our example. So, for connection 1 there are two alternative RATs, with WLAN1 having the highest priority. Connection 2 has again two RATs, while connection 3 has three. This is the final priority list sent to the CN.

The second possible trigger to start the algorithm running at the MT is a new call initiation. In this case the algorithm has to prioritise all RATs from the one providing best support for this specific connection type, to the one providing the worst, but still with adequate QoS. This trigger is handled in the same way as the first one, described in the previous paragraphs. The difference is that in this case, the prioritisation has to be done only for one connection. So, in this case, i.e. a new call, if N is the number of the active connections of the involved MT, then N=1.

Finally, the third trigger to initiate this part of the algorithm is an “urgent” HO case. The MT has at least one active connection and the radio signal strength measurements indicate that one link deteriorates under some specified threshold. This is an urgent HO case, where the HO latency becomes the most critical factor. Thus, no evaluation of the different parameters is performed, since this, along with the signalling introduced, increase the time required for HO completion. In this case, the HO type providing the least latency is chosen, if only it is acceptable to the user. This can be checked with the user profile. This is shown in the left part of Figure 1. When the MT realises that an “urgent” HO is imminent, it creates a set of all alternative RATs that can adequately support the particular connection. Then, it identifies within this set the RAT minimising the HO latency. This choice is dependant to the available RATs and the architecture of the heterogeneous network (such as loose or tight coupling). Then, the MT checks if the chosen RAT is acceptable according to the user preferences. If it is, a HO request message is send to the CN to execute a HO to this particular RAT. In a different situation the algorithm continues with the next RAT, until either one RAT acceptable to the user is found or there are no more RATs in the set. In the latter case, no HO is performed and the connection may be either terminated or normally continued in case that the RSS is restored back to acceptable levels.

<table>
<thead>
<tr>
<th>Table 1. Priority list from user profile.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Con. 1</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>Con. 1</td>
</tr>
<tr>
<td>Con. 2</td>
</tr>
<tr>
<td>Con. 3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. Priority list after RAT elimination.</th>
</tr>
</thead>
<tbody>
<tr>
<td>----------------------------------------------</td>
</tr>
<tr>
<td>Con. 1</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>Con. 1</td>
</tr>
<tr>
<td>Con. 2</td>
</tr>
<tr>
<td>Con. 3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3. Priority list (extra evaluation).</th>
</tr>
</thead>
<tbody>
<tr>
<td>--------------------------------------------</td>
</tr>
<tr>
<td>Con. 1</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>Con. 1</td>
</tr>
<tr>
<td>Con. 2</td>
</tr>
<tr>
<td>Con. 3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4. Final priority list (pr_list).</th>
</tr>
</thead>
<tbody>
<tr>
<td>----------------------------------------</td>
</tr>
<tr>
<td>Con. 1</td>
</tr>
<tr>
<td>Con. 2</td>
</tr>
<tr>
<td>Con. 3</td>
</tr>
</tbody>
</table>
2.3. Algorithm Running in the Core Network

This part of the algorithm starts when it receives the output from the corresponding part running at the MT. The CN takes the final decision, based on the last two parameters mentioned in subsection 2.1 and on the outcome of the algorithm at the MT. Thus, it is based on policies determined by the operator and on velocity, location and position of the MT. Uplink radio channel measurements indicating the quality of the uplink bearer are also taken into consideration as in any HO case. RAT specific parameters, such as the channel and/or UMTS Orthogonal Variable Spreading Factor (OVSF) codes availability play a role as well [15]. Some parameters change dynamically, so the core network has to acquire updated information either periodically, or after certain stimulus and message exchanging. This information gathering and/or message exchanging is an important issue, but out of the scope of this paper (a discussion on this issue can be found in [12]).

This part of the algorithm is shown in Figure 2 and it is executed either when a new call is going to be established or when there is a request for a HO from the MT.

In a new call initiation, this algorithm is part of the call admission control procedure that is responsible for the load control in the entire heterogeneous network. In a HO request, the HO can be either “urgent”, i.e., due to radio signal strength degradation, or initiated to better support the existing connections. Our focus is on the latter case, where a vertical HO is initiated to improve the satisfaction of user preferences, and is the result of changes in the number of RATs that the MT can reliably communicate with. Both HO types are indicated by a HO request message from the MT to the CN.

First, we consider the case of the “urgent” HO. This is shown in the right part of Figure 2 and it corresponds to the third and last trigger of the part of the algorithm at the MT, as described in the previous subsection. There, the outcome was a HO request message from the MT to the CN. This request indicates a HO due to radio link degradation along with the target RAT decided at the MT algorithm. This decision was based on the architecture of the heterogeneous network. Then, the CN reserves the appropriate resources and informs the MT about the HO execution.

In the case of a HO request due to a new RAT detection from the MT or a new call initiation, the time constraints are not as tight as in the “urgent” HO case.

Figure 2. Algorithm running in the core network.
This case is shown in the left part of Figure 2. There is enough time to evaluate network condition (e.g. congestion) and user’s speed, location etc. First of all, the CN receives the HO request message including the RAT priority list, which was the outcome of the part of the algorithm in the MT. As described in the previous subsection, this priority list can be seen as a two-dimensional matrix NxM, where N is the number of the active connections of a MT and M the number of alternative RATs. In the case of a new call initiation N=1 and in the one of a HO request N≥1. Nevertheless, both cases are treated the same way by this part of the algorithm. Then, the CN gets all information related to the HO for all the involved RATs, such as the coverage area, the location of the access points (APs) and base stations the MT communicates with.

The next step is the initialisation of the procedures to support the MT’s velocity and location estimation. These are important in a heterogeneous network, since they influence an inter-RAT HO decision. This is due to the fact that in some cases there may be no point for an inter-RAT HO, because of high speed, direction of movement, location of the MT or small coverage areas of a certain RAT. Thus, in these circumstances the MT will reside in the RAT coverage for a very short time, and then another HO, “urgent” this time will be required. So, some specific thresholds and rules have to be defined. These could have the form of simple rules such as “if velocity greater than z m/sec” or “the MT’s distance from the AP is greater the x% of the cell’s radius and it is moving away from it with velocity at least y m/sec” etc.

Thus, it is clear that this kind of information will help the CN make a better decision and avoid useless HOs and thus reducing the total amount of signalling. There are several proposals for estimating the velocity of a MT. Some of them are based on estimations of the maximum Doppler frequency [16,17]. In 3GPP some work has been done for estimating the geographical position and optionally the velocity of the MT in UMTS, through radio signal measurements [18]. The particular method of velocity and location calculation is out of the scope of this paper. This kind of information is evaluated in the CN, since the appropriate data are not available to the MT.

The next step is a nested loop. The outer loop is for each one of the active connections and the inner loop for each alternative RAT for a specific connection i (i=1,...,N), where N is the number of active connections and M the number of alternative RATs for each connection. Thus, the algorithm evaluates the request for each connection separately. This evaluation is heavily dependent on the RAT type. As an example we consider UMTS and WLAN as alternative technologies. Figures 3(a) and 3(b) present some high level descriptions of UMTS and WLAN evaluation procedures.

In Figure 3(a), the CN has the information on the load of the target cell and the usual UMTS call admission control algorithm is executed. If the result is that the new connection can be supported then this procedure returns the result ‘allowed’, else the result ‘denied’. In Figure 3(b), the high level procedure for evaluating a vertical HO to WLAN is shown. The CN has the information on the load of the target AP and if it is congested, the procedure returns the result ‘denied’. Else, since the coverage area of an AP is rather small, the core network has to take into account the velocity, the location and the direction of the
MT to make a decision. So, it collects all measurement information, evaluates it and then, if the result indicates that the new connection can be supported the procedure returns the result ‘allowed’, else the result ‘denied’.

After the evaluation of all M alternative RATs for each connection, the result of the corresponding procedures indicate if the HO will be executed and to which RAT. This is done for each one of the N connections (outer loop in Figure 2). When this is completed, any measurements to support speed and location estimation are stopped and the HO execution phase starts.

3. Simulations and Qualitative Analysis

3.1. Model, Assumptions and Parameters of the Simulations

In order to evaluate the performance of the proposed algorithm, a simulation model has been created using the Network Simulator-ns-2 [19]. Two alternative RATs are considered in this model. The first one represents the UMTS and it has global coverage, while the second one represents the WLAN and it covers a smaller portion, as shown in Figure 4. The general assumptions for the model used are that the MTs are uniformly distributed in the coverage area, their movements are not correlated and their direction is uniformly distributed. Also, all MTs are capable of having simultaneous active connections over UMTS and WLAN. Moreover, all MTs have both interfaces active throughout the whole simulation, so, for sake of simplicity, the battery consumption was not considered.

Each MT has a certain residency time in each of the RATs involved and in each one of the coverage areas shown in Figure 4, namely area 1 and area 2. In area 1 there is only UMTS coverage, whereas in area 2 there is both UMTS and WLAN coverage. The residency time is exponentially distributed. In the UMTS network all users have the same residence time, whilst in the WLAN the fast moving users have much lower residence time, due to the smaller coverage area. For each MT the mobility model shown in Figure 5 is used. This is a two state Markov process, representing the movement from the two coverage areas shown in Figure 4. Thus, the MT can be in an area having only UMTS coverage or in an area of double coverage. When the residence time expires, another state is chosen, according to the shown probabilities. These probabilities are related to the percentage of the WLAN coverage of the whole area. Only when a user changes coverage area the simulation model triggers a HO. In this way, we consider only the vertical HOs since these are important in our measurements.

The new calls arrive in the whole system as a Poisson process with an inter-arrival time that is exponentially distributed and a mean rate of λ calls per hour. Each one of the new connections belongs to a specific service type according to its requirements on bandwidth, call duration, delay, jitter etc. In the simulations, the four traffic classes of UMTS were considered to classify each new connection [20], but this can be easily adapted to any other classification:

1) TC1: QoS conversational, e.g. voice over IP
2) TC2: QoS streaming, e.g. video/audio streaming
3) TC3: QoS interactive, e.g. www browsing
4) TC4: QoS background, e.g. FTP downloading

When a new call enters the system, it is classified as TC1, TC2, TC3 or TC4 according to some respective probabilities p(TC1), p(TC2), p(TC3) or p(TC4), shown in Table 5, so that \( \sum p(TC) = 1 \).

Furthermore, each traffic class poses different constraints on the simulation model regarding the bandwidth required and the mean duration of each call \( \mu_i \) (i=1,2,3,4). The duration of each call has an exponential distribution with mean value \( \mu_i \) (i=1,2,3,4). According to the traffic class that the new connection belongs to, there are the appropriate requirements on the bandwidth. For the simulation model, some typical mean values were considered for the bandwidth, namely \( BW_i \) (i=1,2,3,4). All these are shown in Table 5.

The user profile that describes the preferences of the user for each specific service and network is stored in the MT. Such information is semi-static, and does not change during a simulation run. For sake of simplicity three user profiles have been considered, namely UPi (i=1,2,3). For the simulation model, three initial profiles have been considered: The first one aiming at the low cost of the supported services, the second one at the best quality of the offered services and the third one having the least energy requirements. Here we consider that:

1) WLAN has a lower cost per time unit or data unit, for all TCs.
2) UMTS has less power requirements in a “mixed” usage scenario, involving many TCs and connections [14].
3) UMTS offers guaranties for QoS for all TCs. Especially for TC1 and TC2, where time delay and jitter is
critical, UMTS should be considered as the first choice for QoS provisioning. For TC3 and TC4, where time constraints are not that strict, the higher bandwidth of WLAN makes it a better choice for these two TCs.

At the initialisation phase of each simulation run all users are distributed in one of the available user profiles, according to the probabilities shown in Table 5, so that \( \sum p(UP_i) = 1 \).

In Table 5 we resume all the parameters that are common in every simulation run. In the following subsections, we present several scenarios executed in the simulation environment, in order to evaluate the algorithm performance. Firstly we evaluate the behaviour of the algorithm when we increase the new call rate arrival \( \lambda \) and the system becomes overloaded. Secondly, the available bandwidth is altered. As a third step, we increase the ratio of fast moving users over the total number of them. Finally, the last evaluation is done by changing the portion of the whole coverage covered by the smaller coverage RAT. All these are explained in detail in the following four subsections respectively. For each one of these four test scenarios, our focus is on three different metrics in order to evaluate the algorithm performance:

1) The first metric involves the probabilities for new call blocking \( P(C_{\text{block}}) \), handover blocking \( P(HO_{\text{block}}) \) and call dropping \( P(C_{\text{drop}}) \). A new call is blocked when a corresponding request is rejected. This results in a call not being initiated. A handover is blocked when a vertical handover request is rejected. This results to an abnormally terminated existing call. An outgoing call is dropped when an unsuccessful vertical handover occurs.

The three probabilities representing the first metric in our simulations are given by the Equations (1), (2) and (3).

\[
P(C_{\text{block}}) = \frac{c_r - c_s}{c_r} \tag{1}
\]

\[
P(HO_{\text{block}}) = \frac{h_r - h_s}{h_r} \tag{2}
\]

\[
P(C_{\text{drop}}) = \frac{c_d}{c_s} = \frac{h_r - h_s}{c_s} \tag{3}
\]

where:
- \( c_r \) is the number of new call requests in the whole system during a full simulation run,
- \( c_s \) is the number of new call requests that has been successful and resulted in initiated calls,
- \( c_d \) is the number of calls that have been started but during the connection they have been dropped due to an unsuccessful vertical HO,
- \( h_r \) is the number of vertical HO requests sent from all MTs to the core network,
- \( h_s \) is the number of successfully completed vertical HO.

2) The percentage of the new calls that have been accepted in the RAT indicated as the user’s first preference, over the total number of new call requests, namely \( nc_{\text{(pref1)}} \). The corresponding percentage is measured for the connections that have been vertically handed over to another RAT, namely \( ho_{\text{(pref1)}} \). These two metrics are used as a guide to evaluate the user’s satisfaction according to the preferences that each one of them stores in its profile. They are described by the two following Equations (4) and (5):

\[
nc_{\text{(pref1)}} = \frac{nc_1}{nc_1 + nc_2} \tag{4}
\]

\[
ho_{\text{(pref1)}} = \frac{ho_1}{ho_1 + ho_2} \tag{5}
\]

where:
- \( nc_1 \) is the number of new call requests served by the RAT indicated as the first user preference,
- \( nc_2 \) is the number of new call requests served by the RAT indicated as the second user preference,
- \( ho_1 \) is the number of vertical HO requests served by the RAT indicated as the first user preference,
- \( ho_2 \) is the number of vertical HO requests served by the RAT indicated as the second user preference.

3) The number of vertical HO requests messages sent from the MTs to the CN. Also, the number and the percentage of the vertical HO requests that have been dealt with in the MT, from the corresponding part of the algorithm running there. Thus, we try to evaluate the benefits of splitting the algorithm functionality in two parts, instead of one, not only as a measure to alleviate the core network from unnecessary processing, but more importantly, to see if we succeed to minimise the signalling load, especially at the radio interface, and if so, to quantitatively evaluate this.

Each simulation run was made for a simulation time of 10 days, so that it reaches a stable state. Then, 10 differ-

<table>
<thead>
<tr>
<th>Table 5. Simulation parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of MTs</td>
</tr>
<tr>
<td>Maximum number of active connections per MT</td>
</tr>
<tr>
<td>p(TC1)</td>
</tr>
<tr>
<td>p(TC2)</td>
</tr>
<tr>
<td>p(TC3)</td>
</tr>
<tr>
<td>p(TC4)</td>
</tr>
<tr>
<td>area 2 residence time (slow users)</td>
</tr>
<tr>
<td>( \mu_1 )</td>
</tr>
<tr>
<td>( \mu_2 )</td>
</tr>
<tr>
<td>( \mu_3 )</td>
</tr>
<tr>
<td>( \mu_4 )</td>
</tr>
<tr>
<td>BW1</td>
</tr>
<tr>
<td>BW2</td>
</tr>
<tr>
<td>BW3</td>
</tr>
<tr>
<td>BW4</td>
</tr>
<tr>
<td>p(UP1)</td>
</tr>
<tr>
<td>p(UP2)</td>
</tr>
<tr>
<td>p(UP3)</td>
</tr>
</tbody>
</table>
ent runs with different seed each time were executed and all results from these runs were averaged in order to avoid any non-typical behaviour of the model.

3.2 Modifying New Call Arrival Rate $\lambda$

In this run all parameters mentioned in the previous subsection are maintain constant as shown in Table 5. The only parameter that changes is the total new call rate produced by the simulation model. This rate $\lambda$ is measured in new calls per hour for the whole system. Let us see how the three metrics we focus in are influenced by the rate $\lambda$.

In Figure 6 the new call blocking, the HO blocking and the call dropping probabilities are shown as a function of $\lambda$. It is quite obvious that the system becomes overloaded for $\lambda > 80$, as the new call blocking probability rises highly, for the chosen initial values. What is interesting here is to see the two other metrics, the user satisfaction related and the HO requests messages, even in these overloading conditions.

In Figure 7 we see the percentage of the new calls and of the HOs that have been served by the RAT indicated in the first user preference. The remaining calls/HOs have been served by the second preference of the user. Here, we observe that as far as the new calls are concerned, this percentage is extremely high, about 95%, and it does not significantly drop (less than 2%), even for very high load system cases ($\lambda \geq 90$). For the HO case though, the respective numbers are not that high, about 86%, which is still very high, and remains almost constant. The conclusion here is that the algorithm performs very well concerning the satisfaction of the first user preference for new calls and HOs, almost irrespectively of the load posed in the network. It performs very well even in an overloaded system, where the mean call rate leads to high new call blocking probability.

The last metric concerns the number of HO requests messages sent from the MTs to the core network and the number and percentage of HO cases dealt with in the MTs, as a function of $\lambda$. This is shown in Figures 8(a) and 8(b).
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respectively. As seen in these figures, as \( \lambda \) increases so does the total number of HO requests sent to the core network and proportionally the number of HOs dealt with in the MTs (figure 8(a)). Though, it is really interesting that the percentage of HOs that are dealt with by the MTs is quite high and stable, around 19\% for all \( \lambda \) values (figure 8(b)). This can be simplified by saying that almost one out of five HO requests along with the relative signalling is avoided in the radio interface, because of the splitting of the algorithm in two co-operative parts. This seems to justify this design choice. The small peak near the centre of Figure 8(b) is negligible (less than 0.5\%).

3.3. Modifying the Available Bandwidth

In this scenario, we wanted to examine how the proposed algorithm performs regarding the available bandwidth of the RATs involved. In the simulation model, WLAN covers a smaller area and has more resources available. This makes UMTS the more stressed RAT regarding the available resources. Thus, for simplicity reasons, we do not alter the bandwidth of the RAT with the more available resources, i.e. WLAN. This is set equal to 11 Mbps. The available bandwidth for UMTS is changed from 2 up to 2.8 Mbps. Furthermore, we keep constant all the parameters shown in Table 5.

Considering the first metric which is the blocking probabilities, the results are shown in Figure 9. As expected, when the offered bandwidth is increasing, all blocking and dropping probabilities are reduced. What benefits more is the new call blocking probability which is decreased almost 10 times. Also, we see that for the given model, when the available UMTS bandwidth drops below 2.4 Mbps the whole system is highly stressed, given that WLAN bandwidth is constant. Nevertheless, all relevant probabilities drop significantly, when the UMTS available bandwidth supersedes 2.4 Mbps. This first metric does not reveal anything new for the performance of the algorithm.

Considering the second metric, that is the percentage of new calls and HOs accepted in the first user preference RAT, the results are shown in Figure 10. Here we observe that the vast majority of new calls are served by the RAT indicated as the first user preference. The same applies to the HOs case, even though the percentages are not that high. Also, the more bandwidth UMTS has, the better the first user preference is satisfied. New calls seem to take more advantage of this increase, by increasing about 2\%, whereas HOs are nearly constant around 86\%. But the general picture is that this metric is not really influenced by the bandwidth available and remains in quite high values, showing the algorithm provides for a great user satisfaction, even when the network is stressed due to lack of resources, i.e. UMTS bandwidth less than 2.4 Mbps, as depicted from the previous metric.

Regarding the third metric, the results are shown in Figure 11. In Figure 11(a), we see that the number of HO messages sent to the core network increases about 10\% whereas the available bandwidth of UMTS increases 40\%. This is due to the fact that by increasing the available bandwidth, more new calls are accepted in the system, thus, more HOs are performed. On the other hand, the number of the HO messages that have not been sent to the core network, because the corresponding HOs have been dealt with in the MT, is relatively constant, about 19\% as shown in Figure 11(b) (with a small fluctuation of 0.5\%) and does not seem to be really influenced by the available bandwidth. This is quite positive if we consider that this percentage is quite important, since it means that about one fifth of the vertical HO requests are not sent to the core network even when the available bandwidth is quite limited and the system overloaded, such as in the case of UMTS having 2 Mbps as shown in Figure 9. That seems another point to justify the splitting of the functionality of the algorithm.

3.4. Modifying the Coverage of Alternative RATs

In this scenario, we investigate the algorithm behaviour according to the coverage relation between the two alternative RATs. Since UMTS is considered to have global
coverage, i.e. 100% of the geographical area, WLAN has a variable one from 5% up to 45% of the whole area. The new call arrival rate $\lambda$ equals to 80 calls per hour. All other parameters of the simulation model remain as shown in Table 5.

In Figure 12 we see the results regarding the first performance metric, i.e. the new call blocking, the HO blocking and the existing call dropping probabilities. The new call blocking probability is decreasing with relation to the increase of the WLAN coverage availability. It drops quite below 2% when WLAN coverage exceeds 20%. The latter means that there are more resources available at a broader geographical region. Thus this is an expected behaviour, since the whole system’s load is constant. Another thing we notice is that the HO blocking probability is decreasing as well, but not with such a big slope as the call blocking. This can be explained after analysing the simulation results and is due to:

1) The number of new call requests is almost constant in all simulation runs but the number of the calls not being admitted to the system (blocked calls) is dropping according to the WLAN coverage. As long as the latter increases the former decreases. According to Equation (3), this means that the numerator is continuously decreasing while the denominator does not significantly change, presenting the result of new call blocking probability of Figure 12.

2) The number of vertical HO requests increases with the increase in WLAN coverage. After an initial big raise, this number keeps on growing but with a smaller rate. On the other hand, the number of the vertical HOs rejected due to the lack of resources is increasing as the WLAN coverage increases, but after 25% it tends to stabilise. According to Equation (4), this means that the nominator is relatively constant while the denominator increases, but with a decreasing rate. This explains why the HO blocking probability is decreasing with a smaller slope than the new call blocking probability.

Finally, in Figure 12 again, the probability of an ongoing call to be dropped remains quite small (below 1%) and lies in a small interval of 0.5%. Firstly it seems to
augment but then it stabilises. This is explained if we check again with Equation (3) and see some numerical results from the simulations. When the coverage area of WLAN increases, so does the number of vertical HO requests, but with a big rate. This is not true though for the number of blocked HOs. This number is augmenting at the beginning (up to 0.25), due to the limited resources of the whole system. When WLAN coverage exceeds a certain point (about 0.25), the available resources in the simulation system are adequate, so that the number of rejected HOs tends to stabilise and then to decrease. If we consider this fact and Equation (3) we can understand the curve of call dropping probability in Figure 12.

In Figure 13, the second metric is depicted. We observe that as the coverage of WLAN increases, there is a slight rise in the percentage of new and of handed-over calls served by the RAT indicated as the first user preference. This means that when the area where only UMTS connection is available is decreasing, the same happens to the percentage of the new calls served by the first user preference. At a first thought, this might seem strange. It is explained if we consider Equation (4) and the numerical results from the simulations. The successful new calls entering the system are increasing along with the WLAN coverage. This means that both nc1 and nc2 in Equation (4) rise, but the denominator does so with a higher rate, as it is the sum of nc1 and nc2. In any case, the difference is not significant and lies in all cases below 3%.

As far as the third metric is concerned, we see the results in Figure 14. As the WLAN is available in a broader geographical region, the HO requests for a vertical HO are increased. This is very logical, since the probability p in the mobility model in Figure 5 increases...
according to the area of WLAN coverage. The same applies to the number of the HO requests that are dealt with in the part of the algorithm running at the MT. Relatively both numbers in Figure 14(a) augment by the same ratio, and this is the reason why the percentage of the HO requests stopped in the MT lies about 19% in Figure 14(b). Thus, as in the previous scenario, we see that this percentage is again both quite high and quite irrelevant to the coverage area.

3.5. Modifying the Fast Users Ratio

In this last scenario, we evaluate the algorithm according to the percentage of the mobile users that move faster than the specified velocity threshold beyond which a user is considered to move too fast to be eligible for service in WLAN. This means that the part of the algorithm running in the core network and specifically the WLAN evaluation function in Figure 3(b) will return a negative answer to either a new call or a vertical HO request. The coverage of WLAN is one fifth of the whole system area, the ratio of fast moving users fluctuate from 0.10 to 0.90–such as in the case of highway coverage–and all other simulation parameters are as shown in Table 5.

Let us have a look at the first metric of our evaluation. This is shown at Figure 15. The first observation is that the blocking probability of a new call is increasing with the increase in the fast users’ ratio. This is expected since fast users are excluded from WLAN. This means that for all those users only UMTS is an option either for a new call or a vertical HO. Thus, UMTS has to serve an all increasing number of users thus it is highly stressed and this limits the number of new calls accepted in the whole system. On the other hand, the blocking probability of a vertical HO has the opposite tendency from the new call blocking probability. The same applies to the dropping probability of an ongoing call. Both remain relatively constant at the beginning and then tend to slightly decrease. The reason is that since the new call blocking probability is increasing, the number of new calls successfully entered the system lowers. This means less vertical HO requests and far less blocked HOs. From Equations (2) and (3), we then understand the HO blocking and call dropping curves.
The next metric regarding the user satisfaction related to the number of new calls and HOs served by the RAT indicated in the first user preference, is shown in Figure 16. We see that both of them decrease when the ratio of fast users is increasing. This is because when more and more users are moving too fast to be accepted in WLAN, the latter is not an option for the majority of the users and only UMTS is accepting them. Thus, the algorithm cannot provide an alternative RAT and there is no option to choose from. Though, this seems a limitation of the number of alternative RATs and not of the algorithm itself. If more alternative RATs were available, we expect that the situation would be better.

The last metric regarding the number of HO requests sent at the core network and those dealt with in the MTs is shown in Figure 17. Here we see that when the ratio of fast moving users increases, the number of HO requests messages from the MTs to the core network is decreasing (Figure 17(a)). This, as explained earlier, is due to the decreasing number of new calls entering the system. On the other hand, what is really appealing here, is the fact that the number of HOs that are dealt with in the part of the algorithm running at the MTs is almost constant (Figure 17(a)) and as a percentage always increasing from 19-29% (Figure 17(b)). This high percentage is very important if we consider that all these could have been corresponding HO requests messages over the radio interface to the core network.

The simulation results show some very interesting results. First of all, in all tested scenarios they justify the splitting of the algorithm functionality in two parts. In every case, a significant number of the HO requests are treated by the corresponding part of the algorithm running at the MT, even in cases where the simulated system is overloaded. Secondly, the algorithm provides with high percentage of user satisfaction, with the exception
of when the ratio of fast moving users is very high. On the other hand, the results also show that the first priority of the algorithm is not to provide for the best load balanced system. This is the reason why in some scenarios, the blocking probabilities may be quite high.

4. Conclusions and Future Work

This paper presents a network selection solution for integrated UMTS and WLAN mobile networks. It has three main differences in its design from related proposals in the field. Firstly, it is implemented as an algorithm that can be easily tested and implemented. Secondly, it evaluates each active connection of every MT separately, as a different HO case. This has the advantage that the more appropriate RAT according to specific parameters will support each connection. This decision though is a trade-off between contradicting criteria, such as the user preferences and the network policies and management. The last difference is that the functionality is split in two distinct and co-operating parts. The first part is an algorithm running on the MT and produces a prioritised list of the preferred RATs per connection, taking into account the user preferences and the MT status. The second part is an algorithm running in the CN. It receives the prioritised list from the MT and based on that, it takes the final decision upon which HO is allowed or not, and in which RAT. This decision is made according to the RAT type, the network load conditions and the MT’s movement characteristics. This split of the algorithm functionality alleviates the CN from some calculations and precipitates the HO decision. Also, because of the kind of pre-processing done in the MT some requests towards the core network are avoided, if considered not applicable. This results in reducing the signalling load at the radio interface.

A simulation model of a network comprising both UMTS and WLAN coverage areas has been implemented. Several scenarios have been run showing that the algorithm provides high user satisfaction, it decreases the messages required for the vertical handovers in the whole network, and it alleviates the core network from the processing of many vertical handover requests. This comes with the price of augmenting some blocking probabilities and thus allowing lower total traffic in the whole system. Finally, this is something we will try to ameliorate in a future version.

This algorithm is quite generic and easily extendable to cover a multitude of RAT in a heterogeneous network. This is something we plan to do as a next step. A step further is to specify in details all message and parameters exchange through Specification and Description Language–SDL [21]. This will show in details how this algorithm works in specific scenarios. Another interesting extension to this work is to map the functionality of the algorithm in specific network entities. Finally, a comparison and evaluation of this algorithm against other existing ones is on our future plans.

5. References

I. MODEAS ET AL.


