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Abstract

In this paper we present an algorithm to synthesize a finite place/transition Petri net (p/t-net) from a finite partial language. This synthesized p/t-net has minimal non-sequential behavior including the specified partial language. Consequently, either this net has exactly the non-sequential behavior specified by the partial language, or there is no such p/t-net. We finally develop an algorithm to test whether the synthesized net has exactly the non-sequential behavior specified by the partial language.

The algorithms are based on the theory of regions for partial languages presented in [10]. Thus, this paper shows the applicability of the concept introduced in [10] and, for the first time, provides an effective algorithm for the synthesis of system models from partial languages.

1 Introduction

Synthesis of Petri nets from behavioral descriptions has been a successful line of research since the 1990ies. There is a rich body of nontrivial theoretical results, and there are important applications in industry, in particular in hardware system design [3], and recently also in workflow design [13]. Moreover, there are a number of synthesis tools that are based on the theoretical results [2].

Originally, synthesis means algorithmic construction of a Petri net from sequential observations. It can be applied to various classes of Petri nets, including elementary nets [6,7] and place/transition nets (p/t-nets) [1]. Synthesis can start with a transition system representing the sequential behavior of a system as well as with a step transition system which additionally represents steps of concurrent events [1]. Synthesis can also be based on a language, i.e., on a set of occurrence sequences or step sequences [4].

The synthesis problem is the problem to decide whether, for a given behavioral specification (transition system, language), there exists a Petri net of the respective class such that the behavior of this net coincides with the specified behavior. The complexity of Petri net synthesis as well as the complexity of the synthesis problem varies according to the considered Petri net class and to the considered behavioral specification formalism.

The aim of this paper is to solve the synthesis problem for p/t-nets where the behavior is given in terms of a finite partial language, i.e., as a finite set of labeled partial orders (LPOs). Moreover, we provide a synthesis algorithm. Thus, in contrast to previous work on the synthesis problem, we consider partial order behavior of Petri nets, truly representing the concurrency of events, which is often considered the most appropriate representation of behavior of concurrent systems modeled by Petri nets.

As mentioned above, we start our procedure with a finite set of partially ordered sets of events together with a labeling function associating a transition to each event. Thus, a single possible run (of the unknown p/t-net) is represented by an LPO of events. The ordering relation defines a possible ordering of the transition occurrences, i.e., if events e and e' are ordered (e < e') and if moreover e is labeled by t and e' is labeled by t', then in this run t' can occur after the occurrence of t. If two events e and e' are not ordered (neither e < e' nor e' < e) then the respective transitions can occur concurrently. Notice that this interpretation of a partial order semantics is different to the so-called process semantics, where e < e' means that the respective occurrences of the labels, t and t', have to be causally ordered (and cannot be concurrent) whereas in our semantics e < e' means that the respective transitions t and t' can either occur concurrently (and thus in any order) or only in the specified order. LPOs representing an order between specified transition occurrences which is in the above described sense possible in a p/t-net we formally call enabled w.r.t. this net.

Like previous results, our approach is based on the notion of regions. All approaches to Petri net synthesis based on regions roughly follow the same idea:

- Instead of solving the synthesis problem first (is there a net with the specified behavior?) and then – in the pos-
itive case – synthesizing the net, a net is synthesized for any specification.

- The construction starts with the transitions taken from the behavioral specification. In our case, transitions are the labels of the events of the LPOs. So we start with a net with many transitions and without places.

- Since this net has too much concurrency in general, its behavior will be restricted by the addition of places. In particular, a place constitutes a dependency relation between the occurrences of the transitions in its pre-set and the occurrences of the transitions in its post-set.

- A single region identifies a dependency between two sets of transitions. Regions are defined for the behavioral description (in our case, for a partial language). Each region yields a corresponding place, together with its initial marking, in the constructed net. A region is defined in such a way that the behavior of the net with its corresponding place still includes the specified behavior. The same holds for any net with many places corresponding to regions.

- When all, or sufficiently many, regions are identified, all places of the synthesized net are constructed. The crucial point for this step is that the set of all regions can be very large or even infinite whereas in most cases finite, smaller sets of regions suffice to represent all relevant dependencies.

- If the behavior of the synthesized net coincides with the specified behavior (where coincide is defined by an appropriate notion of isomorphism) then the synthesis problem has a positive solution; otherwise there is no Petri net with the specified behavior and therefore the synthesis problem has a negative solution.

The notion of region employed in this work was already introduced in our previous work [10]. We showed that each region defines a place and that addition of all such places yields a net such that the behavior of this net includes the specified behavior. Moreover, there is no p/t-net with this property which enables less LPOs. If we could effectively check whether the behavior of the constructed net coincides with the specified behavior, we would be finished. However, this simple approach is unfeasible for two reasons:

First, the set of regions defined previously is infinite, and so is the set of places of the synthesized net. In other words, this net can be defined mathematically, but it can never be constructed effectively. The first main result of this paper provides a solution to this problem. It shows that a finite subset of regions (places) suffices for generating the same behavior as all regions (places). It is based on a linear algebraic representation of regions and employs finiteness results from convex geometry.

The second problem addressed in this paper is concerned with the problem to check whether the behavior of this finite net coincides with the specified behavior. One possibility is to compute the (complete) behavior of the finite net (which itself turns out to be finite) and to compare it with the specified behavior. The behavior of the synthesized net can be computed through the set of its process nets (implemented in our tool VipTool [3]) considering the LPOs underlying process nets. Another possibility is to check for all LPOs not specified whether they do not belong to the behavior of the net. Since the set of not specified LPOs is infinite, we construct a finite representation of it. This way, the problem reduces to the problem of checking whether these finitely many LPOs are runs of the synthesized net. This can be solved using the verification result from [8].

The rest of the paper is organized as follows: We start with brief introduction to LPOs, partial languages, p/t-nets and enabled LPOs in Section 2. In Section 3 we recall definitions and main results from [10] on the theory of regions for partial languages. In the subsequent sections we develop the new results of this paper: In Section 4 we show how to compute regions as integer solutions of an homogenous linear inequation system (Subsection 4.1) and we prove that a finite set of basis solutions generating the set of all solutions already appropriately represents the set of all regions (Subsection 4.2). Finally, in Section 5 we present methods to test whether the finite p/t-net synthesized from the finite set of basis solutions has exactly the specified non-sequential behavior, i.e., whether its set of enabled LPOs equals the specified partial language.

2 Preliminaries

In this Section we shortly recall the definitions of labeled partial orders (LPOs), partial languages, place/transition nets (p/t-nets) and LPOs enabled w.r.t. p/t-nets. We start with basic mathematical notations: By \( \mathbb{N} \) we denote the nonnegative integers. \( \mathbb{N}^+ \) denotes the positive integers. Given a function \( f \) from \( A \) to \( B \) and a subset \( C \) of \( A \) we write \( f|_C \) to denote the restriction of \( f \) to the set \( C \). Given a finite set \( A \), the symbol \( |A| \) denotes the cardinality of \( A \). The set of all multi-sets over a set \( A \) is the set \( \mathbb{N}^A \) of all functions \( f : A \to \mathbb{N} \). Addition + on multi-sets is defined as usual by \( (m + m')(a) = m(a) + m'(a) \). We also write \( \sum_{a \in A} m(a)a \) to denote a multi-set \( m \) over \( A \). Given a binary relation \( R \subseteq A \times A \) over a set \( A \), the symbol \( R^+ \) denotes the transitive closure of \( R \). We write \( aRb \) to denote \( (a, b) \in R \). A directed graph is a pair \( (V, \to) \), where \( V \) is a finite set of vertices and \( \to \subseteq V \times V \) is a binary relation over \( V \), called the set of edges. Notice that all graphs considered in this paper are finite.

Definition 1 (Partial order). A partial order is a directed graph \( \text{po} = (V, <) \), where < is a binary relation on \( V \).
which is irreflexive \((\forall v \in V : v \not< v)\) and transitive 
\((\leq\leq^+)\).

Two nodes \(v, v' \in V\) of a partial order \((V, <)\) are called independent if \(v \not< v'\) and \(v' \not< v\). By \(\text{co} \subseteq V \times V\) we denote the set of all pairs of independent nodes of \(V\). A co-set is a subset \(C \subseteq V\) fulfilling: \(\forall x, y \in C : x \not< y\). A cut is a maximal co-set. For a co-set \(C\) of a partial order \((V, <)\) and a node \(v \in V\) we write \(v < C\), if \(v < s\) for an element \(s \in C\) or \(v \not< s\) for all elements \(s \in C\). A partial order \((V', <')\) is a prefix of another partial order \((V, <)\) if \(V' \subseteq V\) with \((v' \in V' \land v < v') \rightarrow (v \in V')\) and \(v' < v\) if \(v < v'\). Given two partial orders \(p_0 = (V, <_1)\) and \(p_2 = (V, <_2)\), we say that \(p_2\) is a sequentialization of \(p_0\) if \(<_1 \subseteq <_2\), and a proper sequentialization if additionally \(<_1 \neq <_2\). We will use partial orders with nodes labeled by action names to specify scenarios describing the behavior of systems.

**Definition 2** (Labeled partial order). A labeled partial order (LPO) is a triple \(\text{lpo} = (V, <, l)\), where \((V, <)\) is a partial order, and \(l : V \rightarrow T\) is a labeling function with set of labels \(T\).

We use the above notations defined for partial orders also for LPOs. We will often consider LPOs only up to isomorphism. Two LPOs \((V, <, l)\) and \((V', <', l')\) are called isomorphic, if there is a bijective mapping \(\psi : V \rightarrow V'\) such that \(l(v) = l'(\psi(v))\) for \(v \in V\), and \(v < w \iff \psi(v) < \psi(w)\) for \(v, w \in V\). By \(\text{[lpo]}\) we will denote the set of all LPOs isomorphic to \(\text{lpo}\). The LPO \(\text{lpo}\) is said to represent the isomorphism class \(\text{[lpo]}\). The behavior of systems is formally specified by sets of (isomorphism classes of) LPOs. Such sets are also called partial languages.

**Definition 3** (Partial language). Let \(T\) be a set. A set \(L \subseteq \{[\text{lpo}] \mid \text{lpo is an LPO with set of labels } T\}\) is called partial language over \(T\).

Usually, partial languages are given by sets of concrete LPOs representing isomorphism classes. We always assume that each label from \(T\) occurs in a partial language over \(T\). Figure 1 shows a partial language represented by the set of LPOs \(L = \{\text{lpo}_1, \text{lpo}_2\}\) which we will use as a running example.

**Figure 1. A partial language.**

A net is a triple \((P, T, F)\), where \(P\) is a (possibly infinite) set of places, \(T\) is a finite set of transitions satisfying \(P \cap T = \emptyset\), and \(F \subseteq (P \times T) \cup (T \times P)\) is a flow relation.

**Definition 4** (Place/transition net). A place/transition-net (shortly p/t-net) \(N\) is a quadruple \((P, T, F, W)\), where \((P, T, F)\) is a net, and \(W : F \rightarrow \mathbb{N}^+\) is a weight function.

We extend the weight function \(W\) to pairs of net elements \((x, y) \in (P \times T) \cup (T \times P)\) with \((x, y) \not\in F\) by \(W(x, y) = 0\). A marking of a net \(N = (P, T, F, W)\) is a function \(m : P \rightarrow \mathbb{N}\) assigning \(m(p)\) tokens to a place \(p \in P\), i.e. a multi-set over \(P\). A marked p/t-net is a pair \((N, m_0)\), where \(N\) is a p/t-net, and \(m_0\) is a marking of \(N\), called initial marking. Figure 2 shows a marked p/t-net \((N, m_0)\). As usual, places are drawn as circles including tokens representing the initial marking, transitions as rectangles and the flow relation as arcs which have annotated the values of the weight function (the weight 1 is not shown).

**Figure 2. A marked p/t-net \((N, m_0)\).**

A multi-set of transitions \(\tau \in \mathbb{N}^T\) is called a step of \(N\). A step \(\tau\) is enabled to occur (concurrently) in a marking \(m\) if and only if \(m(p) \geq \sum_{t \in \tau} \tau(t)W(p, t)\) for each place \(p \in P\). In this case, its occurrence leads to the marking \(m'(p) = m(p) + \sum_{t \in \tau} \tau(t)(W(t, p) - W(p, t))\). The set of all isomorphism classes of LPOs enabled w.r.t. a p/t-net \(N\) is denoted by \(\text{Lpo}(N, m_0)\). Lpo\((N, m_0)\) is called the partial language of runs of \((N, m_0)\). Enabled LPOs are also called runs.

Observe that \(\text{Lpo}(N, m_0)\) is always sequentialization and prefix closed, i.e. every sequentialization and every

\(^1\)Their correspondence was proven in [?].
prefix of an enabled LPO is again enabled w.r.t. \((N, m_0)\). Moreover, the set of labels of \(\mathcal{L}_\text{po}(N, m_0)\) is always finite. Therefore, when specifying the non-sequential behavior of a searched p/t-net by a partial language, this partial language must be necessarily sequentialization and prefix closed and must have a finite set of labels. We assume that such a partial language \(\mathcal{L}\) is given by a set of concrete LPOs \(L\) representing \(\mathcal{L}\) in the sense that \([\text{lpo} ] \in \mathcal{L} \iff \exists [\text{lpo}'] \in L : [\text{lpo} ] = [\text{lpo}']\). Usually, we specify the non-sequential behavior by a set of concrete LPOs \(L\) which is not sequentialization and prefix closed and then consider the partial language which emerges by adding all prefixes of sequentializations of LPOs in \(L\). In this sense, the partial language \(L\) given in Figure 1 specifies the non-sequential behavior of a searched p/t-net. Observe that both LPOs shown in this Figure are enabled w.r.t. the marked p/t-net \((N, m_0)\) shown in Figure 2 that means the non-sequential behavior (partial language of runs) of \((N, m_0)\) includes \(L\).

3 Region based synthesis

We consider the problem of synthesizing a p/t-net from a partial language specifying its non-sequential behavior. As mentioned above, such a partial language \(\mathcal{L}\) will be represented by a set of concrete LPOs \(L\) (which is not necessarily prefix or sequentialization closed). That means we will develop an algorithm to compute a marked p/t-net \((N, m_0)\) from a given set of LPOs \(L\) such that the partial language \(\mathcal{L}\) emerging from \(L\) is the partial language of runs of \((N, m_0)\), i.e. \(\mathcal{L} = \mathcal{L}_\text{po}(N, m_0)\) (if such a net exists). In this section we recall the definitions and main results on region based synthesis from [10]. We present a consolidated version of the approach in [10] which is better structured and easier to understand: We explain the ideas of region based synthesis in two independent parts, first defining axiomatically the so-called saturated feasible net as the best upper approximation to a p/t-net having the specified behavior and second introducing the notion of regions for the computation of this net.

3.1 Saturated feasible net

The basic idea to construct a net \((N, m_0)\) solving the synthesis problem is as follows: The set of transitions of the searched net is the finite set of labels of \(L\). Then clearly each LPO in \(L\) is enabled w.r.t. the marked p/t-net consisting only of these transitions (having an empty set of places), because there are no causal dependencies between transitions. That means, the transitions can occur arbitrary often in arbitrary order. Therefore, this net in general has many runs not specified by \(L\). Thus, one tries to restrict the behavior of this net by creating causal dependencies between the transitions through adding places. Such places are defined by their initial marking and the weights on the arcs connecting them to each transition (see Figure 3).

![Figure 3. An unknown place of a p/t-net.](image)

Two kinds of such places can be distinguished. In the case that there is an LPO in \(L\) which is no run of the corresponding "one place"-net, this place restricts the behavior too much. Such a place is not feasible. In the other case, the considered place is feasible.

**Definition 6 (Feasible place).** Let \(\mathcal{L}\) be a partial language over the finite set of labels \(T\) and let \((N, m_p)\), \(N = (\{p\}, T, F_p, W_p)\) be a marked p/t-net with only one place \(p\) (\(F_p, W_p, m_p\) are defined according to the definition of \(p\)). The place \(p\) is called feasible (w.r.t. \(\mathcal{L}\)), if \(\mathcal{L} \subseteq \mathcal{L}_\text{po}(N, m_p)\), otherwise not feasible (w.r.t. \(\mathcal{L}\)).

Figure 4 shows on the left side a place which is feasible w.r.t. the partial language specified by \(L\) in Figure 1. This is because, after the occurrence of \(a\), the place is marked by 2 tokens, i.e. in this marking the step \(a + b\) is enabled to occur (as specified by \(\text{lpo}_2\)). The place shown on the right side is not feasible because, after the occurrence of \(a\), the place is again marked by only 1 token, i.e. in this marking the step \(a + b\) is not enabled to occur. Thus \(\text{lpo}_2\) is not enabled w.r.t. the one-place-net shown on the right side.

![Figure 4. left part: a feasible place; right part: a place which is not feasible.](image)

If we add all feasible places to the searched net, then obviously the partial language of runs of the resulting net includes \(\mathcal{L}\), and it is minimal with this property. We call this net the saturated feasible net (w.r.t. \(\mathcal{L}\)). In general, the partial language of runs of the saturated feasible net is not necessarily equal to \(\mathcal{L}\). If it is not equal to \(\mathcal{L}\), there does not exist a marked p/t-net whose partial language of runs equals \(\mathcal{L}\). That means the synthesis problem has a solution if and only if the partial language of runs of the saturated feasible net equals \(\mathcal{L}\).

**Definition 7 (Saturated feasible p/t-net).** Let \(\mathcal{L}\) be a partial language over the finite set of labels \(T\). The marked p/t-net \((N, m_0)\), \(N = (P, T, F, W)\), such that \(P\) is the set of all places feasible w.r.t. \(\mathcal{L}\) is called saturated feasible (w.r.t. \(\mathcal{L}\)).
(F, W, m₀ are defined according to the definitions of the feasible places).

**Theorem 8.** Let (N, m₀) be saturated feasible w.r.t. a partial language L. Then it holds:

(i) \( L \subseteq \mathcal{Lpo}(N, m₀) \).

(ii) The behavior of \((N, m₀)\) is minimal with property (i): \( \forall (N', m₀') : (\mathcal{Lpo}(N', m₀') \subseteq \mathcal{Lpo}(N, m₀)) \implies (L \nsubseteq \mathcal{Lpo}(N', m₀')) \).

(iii) Either \( \mathcal{Lpo}(N, m₀) = L \) or the synthesis problem has a negative answer.

Altogether, the saturated feasible net is a solution of the synthesis problem or there is no solution. Note that there are always infinitely many feasible places. For example, each place \( p_n \) with \( W(a, p_n) = 2n, W(p_n, a) = n, W(p_n, b) = n, W(b, p_n) = 0 \) and \( m₀(p_n) = n \) is feasible w.r.t. the partial language given by \( L \) in Figure 1.

Therefore, in particular the problem of representing the infinite set of feasible places by a finite subset (restricting the behavior in the same way) must be solved.

### 3.2 Regions

By so called regions of partial languages it is possible to define the set of all feasible places structurally on the level of the partial language given by \( L \). The idea of defining regions of partial languages is as follows: If two events \( x \) and \( y \) are ordered in a partial language \( L \) – that means \( x < y \) – this specifies that the corresponding transitions \( l(x) \) and \( l(y) \) are causally dependent. Such a causal dependency arises exactly if the occurrence of transition \( l(x) \) produces tokens in a place, and some of these tokens are consumed by the occurrence of the other transition \( l(y) \). Such a place can be defined as follows: Assign to every edge \((x, y)\) of an LPO in \( L \), a natural number representing the number of tokens which are produced by the occurrence of \( x \) and consumed by the occurrence of \( y \) in the place to be defined. Then the number of tokens consumed overall by a transition \( l \) in this place is given as the sum of the natural numbers assigned to ingoing edges \( (x, y) \) of \( x \). This number can then be interpreted as the weight of the arc connecting the new place with the transition \( l \). Similarly, the number of tokens produced overall by a transition \( l \) in this place is given as the sum of the natural numbers assigned to outgoing edges \( (x, y) \) of \( x \) and this number can then be interpreted as the weight of the arc connecting the transition \( l(x) \) with the new place. Of course, transitions can also

- consume tokens from the initial marking of the new place, i.e. tokens which are not produced by another transition: In order to specify the number of tokens consumed by a transition from the initial marking, we extend an LPO by an initial event \( v₀ \) representing a transition producing the initial marking.

- produce tokens in the new place which are not consumed by some subsequent transition, i.e. tokens which remain in the final marking after the occurrence of all transitions: In order to specify the number of tokens produced by a transition and remaining in the final marking, we extend an LPO by a final event \( v_{max} \) representing a transition consuming the final marking.

The sum of the natural numbers assigned to outgoing edges \((v₀, y)\) of the initial event \( v₀ \) can be interpreted as the initial marking of the new place.

![Figure 5: ∗-extensions of LPOs.](image-url)

Figure 5 shows the LPOs \( lpo₁ \) and \( lpo₂ \) from Figure 1 extended by an initial and a final event. Such extensions we call ∗-extensions of LPOs.

**Definition 9 (∗-extension).** For a set of LPOs \( L \) we denote \( W_L = \bigcup_{(V, <, l) \in L} V, E_L = \bigcup_{(V, <, l) \in L} < \) and \( l_L = \bigcup_{(V, <, l) \in L} l \). A ∗-extension \( lpo^∗ = (V^∗, <^∗, l^∗) \) of \( lpo = (V, <, l) \) is defined by

(i) \( V^∗ = (V \cup \{v^_{lpo}, v^lpo_{max}\}) \) with \( v^0_{lpo}, v^lpo_{max} \notin V \).

(ii) \( <^∗ = < \cup \{v^0_{lpo} \times V\} \cup (V \times \{v^lpo_{max}\}) \cup \{(v^0_{lpo}, v^lpo_{max})\} \).

(iii) \( l^∗(v^0_{lpo}), l^∗(v^lpo_{max}) \notin l(V), l^∗(v^0_{lpo}) \neq l^∗(v^lpo_{max}) \) and \( l^∗|_V = l \).

\( v^0_{lpo} \) is called initial event of \( lpo \) and \( v^lpo_{max} \) maximal event of \( lpo \). Let \( lpo^∗ = (V^∗, <^∗, l^∗) \) be a ∗-extension of each \( lpo \in L \) such that:

(iv) For each two LPOs \((V, <, l), (V′, <′, l′) \in L\): \( l^∗(v^0_{lpo}) = (l′)^∗(v^0_{lpo′}) \).

(v) For each two distinct LPOs \((V, <, l), (V′, <′, l′) \in L\): \( l^∗(v^lpo_{max}) \neq (l′)^∗(v^lpo_{max}) \) \( (\neq l_L(W_L)) \).

Then the set \( L^∗ = \{lpo^∗ \mid lpo \in L\} \) is called ∗-extension of \( L \). We denote \( W^∗_L = W_{L^∗} \), \( E^∗_L = E_{L^∗} \) and \( l^∗_L = l_{L^∗} \).
According to the above explanation we can define a new place \( p_r \) by assigning in each LPO \( \text{lpo} = (V, <, l) \in L \) a natural number \( r(x, y) \) to each edge \((x, y)\) of a \( \ast \)-extension of \( \text{lpo} \) through a function \( r : E^*_L \rightarrow \mathbb{N}_0 \):

- The sum of the natural numbers \( I_{\text{lpo}}(y, r) = \sum_{x < y} r(x, y) \) assigned to incoming edges \((x, y)\) of a node \( y \in W_L \) is interpreted as the weight of the arc connecting the new place with the transition \( l(y) \), i.e. we define \( W(p_r, l(y)) = I_{\text{lpo}}(y, r) \). We call \( I_{\text{lpo}}(y, r) \) the intoken flow of \( y \).

- The sum of the natural numbers \( \text{Out}_{\text{lpo}}(x, r) = \sum_{y < x} r(x, y) \) assigned to outgoing edges \((x, y)\) of a node \( x \in W_L \) is interpreted as the weight of the arc connecting the transition \( l(x) \) with the new place, i.e. we define \( W(l(x), p_r) = \text{Out}_{\text{lpo}}(x, r) \). We call \( \text{Out}_{\text{lpo}}(x, r) \) the outtoken flow of \( x \).

- The sum of the natural numbers assigned to outgoing edges \((v_0, y)\) of an initial node \( v_0^{\text{lpo}} \) (the outtoken flow of \( v_0^{\text{lpo}} \)) is interpreted as the initial marking of the new place, i.e. we define \( m_0(p_r) = \text{Out}_{\text{lpo}}(v_0^{\text{lpo}}, r) \). We call \( \text{Out}_{\text{lpo}}(v_0^{\text{lpo}}, r) \) the initial token flow of \( \text{lpo} \).

The value \( r(x, y) \) we call the token flow between \( x \) and \( y \). Since equally labeled nodes normalize occurrences of the same transition, this is well-defined even if equally labeled events have equal intoken flow and equal outtoken flow. In particular all LPOs must have the same initial token flow. We say that \( r : E^*_L \rightarrow \mathbb{N}_0 \) fulfills the properties (IN) and (OUT) on \( L \) if for all \( \text{lpo} = (V, <, l) \), \( \text{lpo}' = (V', <', l') \in L \) and for all \( v \in V^* \) holds:

(IN) \( l(v) = l'(v') \Rightarrow I_{\text{lpo}}(v, r) = I_{\text{lpo}'}(v', r) \).

(OUT) \( l(v) = l'(v') \Rightarrow \text{Out}_{\text{lpo}}(v, r) = \text{Out}_{\text{lpo}'}(v', r) \).

Observe that (OUT) in particular ensures that all LPOs have the same initial token flow. Altogether each such function \( r \) fulfilling (IN) and (OUT) on \( L \) defines a place \( p_r \). We call \( p_r \) the corresponding place of \( r \).

**Definition 10 (Region).** Let \( L \) be a set of LPOs which is sequentialization and prefix closed. Let further \( L \) be the partial language represented by \( L \). A region of \( L \) is a function \( r : E^*_L \rightarrow \mathbb{N}_0 \) fulfilling (IN) and (OUT) on \( L \).

If we define a function \( r \) fulfilling (IN) and (OUT) on a set of LPOs \( L \) which is not sequentialization and prefix closed, then this function is easily extended to a region of the partial language defined by the set of all prefixes of sequentializations of LPOs in \( L \) as follows:

- Assign the value 0 to each additional edge within a sequentialization of an LPO in \( L \) and keep the values of \( r \) on all other edges.

- Define \( r \) on a prefix of an LPO in \( L \) by gluing all nodes subsequent to the prefix to a maximal node of the prefix. If thereby several edges are glued to one edge, then sum up the values of \( r \) on the glued edges. Keep the values of \( r \) on all remaining edges.

Thus, it is enough to specify a function fulfilling (IN) and (OUT) on some set of LPOs \( L \) to define a region of the partial language \( L \) defined by \( L \). Figure 6 shows a function \( r \) fulfilling (IN) and (OUT) on the set of LPOs given in Figure 4 which in this sense can be extended to a region of the partial language defined by \( L \). The corresponding place \( p_r \) is defined by \( W(p_r, a) = 1, W(a, p_r) = 2, W(p_r, b) = 1, W(b, p_r) = 0 \) and \( m_0(p_r) = 1 \), i.e. \( p_r \) is the middle place of the p/t-net in Figure 4.

**Theorem 11.** Let \( L \) be a partial language. Then it holds (i) that each place corresponding to a region of \( L \) is feasible w.r.t. \( L \) and (ii) that each place feasible w.r.t. to \( L \) corresponds to a region of \( L \).

Thus the saturated feasible net can be given by the set of places corresponding to regions:

**Corollary 12.** Let \( L \) be a partial language represented by the set of LPOs \( L \). Denote \( P = \{ p_r \mid r \text{ is a region of } L \} \), \( T \) the set of labels of \( L \), \( W(p_r, l_L(v)) = I_{\text{lpo}}(v, r) \) and \( W(l_L(v), p_r) = \text{Out}_{\text{lpo}}(v, r) \) for \( p_r \in P \) and some \( \text{lpo} = (V, <, l) \in L \) with \( v \in V \), \( F = \{(x, y) \mid W(x, y) > 0\} \) and \( m_L(p_r) = \text{Out}_{\text{lpo}}(v_0^{\text{lpo}}, r) \) for \( p_r \in P \) and some \( \text{lpo} \in L \). Then the p/t-net \( (N_L, m_L) \), \( N_L = (P, T, F, W) \), is the saturated feasible p/t-net (w.r.t. \( L \)).

Remember that the saturated feasible net has infinitely many places, i.e. there are infinitely many regions of \( L \). Moreover, even the description of one region may be infinite since there may exist infinitely many edges in \( E^*_L \). Therefore we restrict ourselves in the following to finite partial

---

\(^{2}\)In [10], we assumed that the set of LPOs \( L \) representing \( L \) fulfills some technical requirements. These will be automatically fulfilled for all such sets \( L \) we consider in the following. Thus, we omit their detailed presentation here.
languages, i.e. to partial languages which are represented by a finite set of LPOs $L$.

## 4 Computing a finite representation of all regions

For finite partial languages we show in this section that the set of regions can be computed as the set of non-negative integer solutions of a homogenous linear equation system $A_L \cdot x = 0$ (Subsection 4.1). It is well known that there is a finite set of basis-solutions, such that every solution is generated as a non-negative linear sum of basis-solutions. In Subsection 4.2, we prove that the set of places corresponding to basis-solutions already restricts the behavior of the searched net in the same way as the set of all feasible places, i.e. there is a representation of the saturated feasible net by a net with finite many places having the same partial language of runs. For this finite net it can be tested effectively if it has $L$ as its partial language of runs (Section 5).

### 4.1 Computing regions

In this subsection we show how to compute regions (and thus feasible places) of a partial language $L$ represented by a finite set of LPOs $L$. For this, we rewrite the properties (IN) and (OUT) as a homogenous linear equation system $A_L \cdot x = 0$. The LPOs in $L$ are assumed to have pairwise disjoint node sets. To compute a region $r$ we need to assign a value $r(x, y)$ to every edge $e = (x, y)$ in the finite set of edges $E_L^r$. We interpret $r$ as a $|E_L^r|$-dimensional vector $x_r = (x_1, \ldots, x_n)$, $n = |E_L^r|$. Considering a fixed numbering of the edges in $E_L^r = \{e_1, \ldots, e_n\}$, a value $r(e_i)$ equals $x_i$. Figure 4 shows a numbering of the edges of the *-extension of the set of LPOs $L$ given in Figure 1.

![Figure 7. A numbering of edges.](image)

Now, we encode the properties (IN) and (OUT) by a homogenous linear equation system $A_L \cdot x = 0$ in the sense that $r : E_L^r \to \mathbb{N}_0$ fulfills (IN) and (OUT) on $L$ if and only if $A_L \cdot x_r = 0$. This can be done by, loosely speaking, defining for pairs of equally labeled nodes a row $a$ of $A_L$ counting the token flow on ingoing edges of one node positively and of the other node negatively and similarly defining a row $b$ of $A_L$ counting the token flow on outgoing edges of one node positively and of the other node negatively. It is enough for each label $t$ to ensure that the token (outtoken) flow of the first and second node with label $t$ are equal, that the token (outtoken) flow of the second and third node with label $t$ are equal, and so on.

Formally, we denote $W_t = \{v \in W_L^t \mid l^+_2(v) = t\} = \{v_1, v_2, \ldots\}$ for all labels $t \in T$ and denote

$$a^t_m = (a^t_{m,1}, \ldots, a^t_{m,n})$$

$$a^t_{m,j} = \begin{cases} 1 & \text{if } e_j \text{ is an ingoing edge of } v^t_m, \\ -1 & \text{if } e_j \text{ is an ingoing edge of } v^t_{m+1}, \\ 0 & \text{else.} \end{cases}$$

for $1 \leq m \leq |W_t| - 1$. Clearly, $a^t_m \cdot x_r = 0$ if and only if $In_{lpo}(v^t_m, r) = In_{lpo}(v^t_{m+1}, r)$ for the LPOs $lpo = (V, <, l)$ and $lpo' = (V', <', l')$ with $v^t_m \in V$ and $v^t_{m+1} \in V'$.

Similarly, we set

$$b^t_m = (b^t_{m,1}, \ldots, b^t_{m,n})$$

$$b^t_{m,j} = \begin{cases} 1 & \text{if } e_j \text{ is an outgoing edge of } v^t_m, \\ -1 & \text{if } e_j \text{ is an outgoing edge of } v^t_{m+1}, \\ 0 & \text{else.} \end{cases}$$

for $1 \leq m \leq |W_t| - 1$. Clearly, $b^t_m \cdot x_r = 0$ if and only if $Out_{lpo}(v^t_m, r) = Out_{lpo}(v^t_{m+1}, r)$ for the LPOs $lpo = (V, <, l)$ and $lpo' = (V', <', l')$ with $v^t_m \in V$ and $v^t_{m+1} \in V'$.

Finally, to ensure that all LPOs have the same initial token flow, we denote $L = \{lpo_1, lpo_2, \ldots\}$ and add rows

$$c_m = (c_{m,1}, \ldots, c_{m,n})$$

$$c_{m,j} = \begin{cases} 1 & \text{if } e_j \text{ is an outgoing edge of } v^lpo_m, \\ -1 & \text{if } e_j \text{ is an outgoing edge of } v^lpo_{m+1}, \\ 0 & \text{else.} \end{cases}$$

for $1 \leq m \leq |L| - 1$. Clearly, $c_m \cdot x_r = 0$ if and only if $Out_{lpo_m}(v^lpo_m, r) = Out_{lpo_{m+1}}(v^lpo_{m+1}, r)$.

Figure 5 shows the described homogenous linear equation system $A_L \cdot x = 0$ for the numbering of edges given in Figure 7. The first row of the matrix ensures that both initial nodes of the *-extensions of the two LPOs have the same outtoken flow, i.e. that both LPOs have the same initial token flow. Therefore the sum of the values on all outgoing edges of $v^lpo_0$ (namely $e_1$ and $e_2$) must equal the sum of the values on all outgoing edges of $v^lpo_2$ (namely $e_4$, $e_5$, $e_6$ and $e_7$). We get the corresponding equation $x_1 + x_2 - x_4 - x_5 - x_6 - x_7 = 0$ (this equation corresponds to the first row of $A_L$). Moreover there exist two pairs of...
in the worst case the time complexity is exponential in the number of nodes, whereas in most practical examples of polyhedral cones there are only few basis solutions. It is a topic of further research to evaluate \( k \) for typical instances of polyhedral cones in our setting.

We finally claim that all places which do not correspond to basis solutions can be deleted from the saturated feasible \( p/t \)-net without changing its partial language of runs. Thus, the saturated feasible \( p/t \)-net has a finite representation. Consider places \( p_1, p_2, \ldots, p_k \) of some marked \( p/t \)-net \((N, m_0)\), \( N = (P, T, F, W) \), and non-negative real numbers \( \lambda_1, \ldots, \lambda_k \) \((k \in \mathbb{N})\) such that (i) \( m_0(p) = \sum_{i=1}^{k} \lambda_i m_0(p_i) \), (ii) \( W(p, t) = \sum_{i=1}^{k} \lambda_i W(p_i, t) \) for all transitions \( t \) and (iii) \( W(t, p) = \sum_{i=1}^{k} \lambda_i W(t, p_i) \) for all transitions \( t \). In such a case we write \( p = \sum_{i=1}^{k} \lambda_i p_i \). Figure 3 shows the \( p/t \)-net \( \mathcal{N} \) from Figure 2 extended to a net \( \mathcal{N}' \) by adding the two places \( p_4 \) and \( p_5 \). Neither \( p_4 \) nor \( p_5 \) restrict the behavior of \( \mathcal{N}' \) more then \( \{p_1, p_2, p_3\} \). In other words each LPO enabled in \( \mathcal{N}' \) is also enabled in \( \mathcal{N} \). That is because the places \( p_4 \) and \( p_5 \) are positive linear combinations of the other three places. It holds \( p_5 = 2p_3 \) and \( p_4 = \frac{1}{2} p_1 + \frac{1}{2} p_2 + \frac{1}{2} p_3 \).

![Figure 8. Equation system defining regions.](image)

![Figure 9. Summing places.](image)

### 4.2 Finite representation

The homogenous linear equation system developed in the last section is in fact an inequation system, since we search for non-negative solutions, i.e. we require \( x \geq 0 \) for solutions \( x \). Thus we can compute regions of a finite partial language \( \mathcal{L} \) and subsequently places of the searched saturated feasible \( p/t \)-net by solving the finite homogenous linear inequation system \( A_L \cdot x \leq 0 \), \(-A_L \cdot x \leq 0 \), \(-x \leq 0 \) with \( n+2N \) rows \((N \text{ is the number of rows, } n \text{ the number of columns of } A_L)\). The set of solutions of such a system is called a polyhedral cone. According to a theorem of Minkowski [11] polyhedral cones are finitely generated, i.e. there are finitely many vectors \( y_1, \ldots, y_k \) (also called basis solutions) such that each element \( x \) of the polyhedral cone is a non-negative linear sum \( x = \sum_{i=1}^{k} \lambda_i y_i \) for some \( \lambda_1, \ldots, \lambda_k \geq 0 \). Such basis solutions \( y_1, \ldots, y_k \) can be effectively computed from \( A_L \) (see for example [12]). If all entries of \( A_L \) are integers, then also the entries of all \( y_i \) can be chosen as integers. The time complexity of the computation essentially depends on the number \( k \) of basis solution which is bounded by \( k \leq \binom{n+2N}{n-1} \). That means, equally labeled nodes and we need to ensure that each pair has the same intoken and outflow function. Row number two \( a_i^0 \) ensures for every function \( r \) given by a solution \( x_r \) that both \( a \)-labeled nodes have the same intoken flow, row number three \( b_i^1 \) guarantees equal outflow function of the \( a \)-labeled nodes. Rows number four \( a_i^1 \) and five \( b_i^2 \) do the same for both nodes labeled by \( b \). A possible non-negative integer solution would be \( x_r = (0, 1, 0, 0, 1, 0, 1, 1, 0, 2) \) corresponding to the region drawn in Figure 6 and thereby to the mid place shown in Figure 4.

By the above considerations the set of relations \( r \) is in one-to-one-correspondence to the set of non-negative integer solutions \( x = (x_1, \ldots, x_n) \) of \( A_L \cdot x = 0 \) via \( r(e_i) = x_i \), i.e. every feasible place can be computed by such a solution. The place corresponding to a solution \( x \) we denote by \( p_x \).

Note that the number of rows \( N \) of \( A_L \) linearly depends on the number of nodes \( |W_L| \) and the number of LPOs \( |L| \).

**Lemma 13.** Let \((N, m_0), N = (P, T, F, W)\), be a marked \( p/t \)-net with \( P = \{p_1, \ldots, p_k, p\} \) and \( p = \sum_{i=1}^{k} \lambda_i p_i \), for non-negative real numbers \( \lambda_1, \ldots, \lambda_k \) \((k \in \mathbb{N})\). Denote \( P' = \{p_1, \ldots, p_k, p\}, m_0' = m_0|_{P'} \) and \( N' = (P', T, F|_{\{p'|p \in P\} \cup (T \times P')} , W|_{\{p'|p \in P\} \cup (T \times P')} \). Then each LPO enabled w.r.t. \((N', m_0')\) is enabled w.r.t. \((N, m_0)\).

**Proof.** Let \( lpo \) be enabled w.r.t. \((N', m_0')\), \( lpo = (V, <, \ell)\). According to Definition 3 for a cut \( C \) of \( lpo \) and \( i \in \{1, \ldots, k\} \) it holds \( m_0(p_i) + \sum_{v \in V \land v < C} (W(l(v), p_i) - W(p_i, l(v))) \geq \sum_{v \in C} W(p_i, l(v)) \). This implies for an arbitrary cut \( C \) of \( lpo \) and the place \( p \): 

\[
\begin{align*}
\sum_{v \in V \land v < C} (W(l(v), p) - W(p, l(v))) &= \sum_{i=1}^{k} \lambda_i m_0(p_i) + \sum_{v \in V \land v < C} W(l(v), p_i) - W(p_i, l(v))) \\
&\geq \sum_{i=1}^{k} \lambda_i \sum_{v \in C} W(p_i, l(v)) = \sum_{v \in C} W(p, l(v)).
\end{align*}
\]

Thus, \( lpo \) is enabled w.r.t. \((N, m_0)\). □

Clearly, if \( x = \sum_{i=1}^{k} \lambda_i y_i \) for basis solutions \( y_1, \ldots, y_k \) of \( A_L \cdot x = 0 \), then \( p_x = \sum_{i=1}^{k} \lambda_i p_i \). Thus, to compute a finite representation of the saturated feasible \( p/t \)-net of a finite partial language \( \mathcal{L} \), we compute a finite set of integer basis solutions of \( A_L \cdot x \geq 0 \), where \( L \) represents \( \mathcal{L} \).
5 Equality test

Let \( \mathcal{L} \) be a finite partial language specified through a finite set of LPOs \( L \) which is not necessarily prefix and sequentialization closed (that means \( \mathcal{L} \) is the set of isomorphism classes of prefixes of sequentializations of LPOs in \( L \)). Up to now we have shown how to compute from \( L \) a finite marked p/t-net \((N, m_0)\) which has a minimal partial language of runs \( \mathcal{L} \mathcal{p}_0(N, m_0) \) including a specified partial language \( \mathcal{L} \). Finally, we have to test whether this net has exactly the specified behavior or not, i.e. if \( \mathcal{L} \mathcal{p}_0(N, m_0) = \mathcal{L} \).

Let \( L_{sp} \) be the set of all sequentializations of prefixes of LPOs in \( L \). Since we already know \( \mathcal{L} \mathcal{p}_0(N, m_0) \supseteq \mathcal{L} \), in order to test \( \mathcal{L} \mathcal{p}_0(N, m_0) = \mathcal{L} \), we (1) either have to check if each enabled LPO of \((N, m_0)\) is isomorphic to an LPO in \( L_{sp} \), or (2) to test that no LPO LPO which is not isomorphic to an LPO in \( L_{sp} \) is enabled w.r.t. \((N, m_0)\).

In the first case (1) we have to calculate all enabled LPOs of \((N, m_0)\). The set of (pairwise non-isomorphic) enabled LPOs of a p/t-net in general can be infinite, but we can show that the synthesized representation \((N, m_0)\) of the saturated feasible p/t-net always has a finite partial language of runs. For this it is enough to show that the saturated feasible p/t-net has a finite partial language of runs. This is true for each transition \( t \) and every LPO \( \text{lpo} = (V, <, l) \in L \) there is a finite number \( n_{\text{lpo}, t} \) of nodes \( v \in V \) labeled by \( t \). Since \( L \) is finite we get a finite upper bound \( n_t = \max\{n_{\text{lpo}, t} \mid \text{lpo} \in L\} \) for the maximal number of occurrences of \( t \) in an LPO \( \text{lpo} \in L \). Consequently the place \( p_t \) with the initial marking \( m_0(p_t) = n_t \), an empty pre-set and \( t \) as the only transition in its post-set with \( W(p_t, t) = 1 \) is feasible w.r.t. \( \mathcal{L} \). That means that each transition \( t \) can maximally occur \( n_t \) times and thus every LPO enabled w.r.t. the saturated feasible p/t-net has at most \( \sum_{t \in T} n_t \) nodes.

The finiteness of \( \mathcal{L} \mathcal{p}_0(N, m_0) \) potentiates its algorithmical calculation: In principle we have to check if each run LPO of \((N, m_0)\) is specified by \( L \) (isomorphic to an LPO in \( L_{sp} \)). But for a run LPO which is a sequentialization of a prefix of another run LPO it is enough to consider only LPO because if \( \text{lpo}' \) is not isomorphic to an LPO in \( L_{sp} \) then the same holds for \( \text{lpo} \). Therefore we only have to regard runs which are not sequentializations of prefixes of other runs. The set of all such runs can be computed through the (finite) set of process nets with maximal length of \((N, m_0)\) \cite{14}: Omitting conditions in a process net and only keeping the ordering between events yields an LPO and it is well known that each such LPO underlying a process net is a run. Moreover, each run is a sequentialization of a prefix of an LPO underlying a process net with maximal length. Thus, for our test it is enough to regard the LPOs underlying such process nets of \((N, m_0)\) and to test for all these LPOs if they are specified by \( L \). An algorithm that calculates the set of maximal process nets of a p/t-net is for example implemented in our tool VipTool \cite{5}.

In general the number of process nets is exponential in the size of the p/t-net and the calculation of the process nets requires an exponential run time. But in our special situation the number of process nets of \((N, m_0)\) should in most cases roughly coincide with the size of the input \( L \) of the algorithm because in the case of a positive solution of the synthesis problem there holds \( \mathcal{L} \mathcal{p}_0(N, m_0) = \mathcal{L} \) and in the negative case \( \mathcal{L} \mathcal{p}_0(N, m_0) \) is the best upper approximation to \( \mathcal{L} \). To detect the negative case there can easily be developed some heuristics to find not specified enabled LPOs before the whole set of process nets of \((N, m_0)\) is constructed.

The alternative possibility (2) for an equality test \( \mathcal{L} \mathcal{p}_0(N, m_0) = \mathcal{L} \) checks if no LPO \( \text{lpo}' \) not specified by \( L \) (not isomorphic to some LPO in \( L_{sp} \)) is enabled w.r.t. \((N, m_0)\). For one such LPO \( \text{lpo}' \) this can be tested in polynomial time in the number of nodes of \( \text{lpo}' \) using the algorithm we presented in \cite{8}. The problem is, that there are infinite many such LPOs. That means, we must find a finite set \( L_{fin}' \) of LPOs representing the set of all LPOs \( L' \) not specified by \( L \) in the following sense: if no LPO in \( L_{fin}' \) is enabled w.r.t. \((N, m_0)\) then no LPO in \( L' \) is enabled w.r.t. \((N, m_0)\). The idea for the construction of \( L_{fin}' \) is to append one event for each possible continuation to each \( \text{lpo}' \in L_{sp} \) and add the resulting LPO \( \text{lpo}' \) to \( L_{fin}' \) if \( \text{lpo}' \) is not specified by \( L \). That means \( L_{fin}' \) consists of all LPOs \( \text{lpo}' \) not isomorphic to an LPO in \( L_{sp} \) defined by \( \text{lpo}' = (V \cup \{v_t\}, <, t, l \cup (v_t, t)) \), where \((V, <, l) \in L_{sp}, t \in T, v_t \notin V \) and \( v_t = \{v' \mid v' \in V' \land v' < V'\} \times \{t\} \) for a co-set \( V' \) of \((V, <, l)\). The algorithm from \cite{8} can now test if each LPO \( \text{lpo}' \in L_{fin}' \) is enabled w.r.t. \((N, m_0)\).

There are two possibilities: On the one hand, if there exists an LPO \( \text{lpo}' \in L_{fin}' \) enabled w.r.t. \((N, m_0)\) then the equality test obviously has a negative answer. On the other hand, if every such LPO \( \text{lpo}' \) is not enabled w.r.t. \((N, m_0)\) we conclude that the equality test has a positive answer, i.e. there exists no LPO \( \text{lpo}' \in L' \) enabled w.r.t. \((N, m_0)\). The latter can be proven as follows: Assume that there exists an LPO \( \text{lpo} \in L' \) enabled w.r.t. \((N, m_0)\), but every LPO \( \text{lpo}' \in L_{fin}' \) is not enabled w.r.t. \((N, m_0)\). Then there is a maximal prefix \( \text{lpo}_{pre} \) of \( \text{lpo} \) (possibly empty) isomorphic to an LPO in \( L_{sp} \). Let \( \text{lpo}_{pre} \) be a further prefix of \( \text{lpo} \) having one additional node (such \( \text{lpo}'_{pre} \) exists because \( \text{lpo} \) is not isomorphic to an LPO in \( L_{sp} \)). The maximality of \( \text{lpo}_{pre} \) implies that \( \text{lpo}'_{pre} \) is not isomorphic to an LPO in \( L_{sp} \). By construction of \( L_{fin}' \) we can conclude that \( \text{lpo}'_{pre} \) is isomorphic to an LPO in \( L_{fin}' \). Since \( \text{lpo}'_{pre} \) is a prefix of an enabled LPO it is also enabled w.r.t. \((N, m_0)\). This is a contradiction. Note that the set \( L_{fin}' \) in general can have exponential many LPOs in the number of specified LPOs \(|L|\). We are currently working on methods to reduce the set \( L_{fin}' \).
6 Conclusion

In this paper we presented, given a finite set of LPOs representing a partial language, how to compute a (finite) marked p/t-net with minimal set of runs, such that each specified LPO is a run of the net. Finally we presented methods to test, whether the computed net has more runs than specified or not. This decides the synthesis problem, since the synthesis problem has a solution if and only if the computed net does not have more runs than specified.

The computed net is a finite representation of the so called saturated feasible net whose places correspond to regions of the given partial language. For the computation of the net, we first represented regions as non-negative integer solutions of an homogenous linear equation system and then showed that the set of places corresponding to the finite set of basis solutions of such a system represents the saturated feasible net. Summarizing the results, Algorithm 1 can be used to decide the synthesis problem. It applies the equality test (1) described first in the last section generating all process nets of the computed net.

Algorithm 1: Calculates a net \((N, m_0)\) from a partial language over \(T\) given by \(L\) which solves the synthesis problem, if it is solvable (indicated by a boolean variable).

The next steps of research are the implementation of Algorithm 1 into VipTool [5] in different versions w.r.t. the equality test, evaluation of the performance of the first part of the algorithm (lines 1-16) and of the different mentioned versions for the second part, examination of the special instances of polyhedral cones used in the algorithm in view of a better upper bound for the number of basis solutions and generalization of the presented results to infinite partial languages which allow a finite representation (for example a term based representation).
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