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Abstract—We consider single-carrier and single-user transmissions over a frequency-selective channel. We address the problem of joint estimation of the channel and the carrier frequency offset using a known training sequence (TS). Since in general the TS that is optimum for CFO estimation is not optimum for channel estimation, here we design the TS to minimize the Mean-Square Error on the soft estimates of the data symbols obtained using a Wiener equalizer after CFO compensation. Our design results apply to the general scenarios of correlated and/or Ricean channel taps. Simulations measuring the bit error rate show an interesting gain when using the proposed training schemes in lieu of standard schemes.

I. INTRODUCTION

In wireless communications, the transmitted signal is usually affected by inter symbol interference due to the multipath channel and carrier frequency offset (CFO) caused by the Doppler effect or a local oscillator drift. Before applying a CFO correction and an equalizer, the channel impulse response (CIR) and the CFO have to be estimated. In most practical systems, this estimation task is carried out by transmitting a known training sequence (TS) prior to transmitting information-bearing data. It is therefore of interest to design the TS at the transmitter side so that accurate estimates of the unknown parameters can be obtained at the receiver side.

When the only unknown parameter is the CIR, it is well-known that the best TS (i.e., the TS that minimizes the Cramér-Rao bound (CRB)) is the pseudo-random white sequence. However, when both the CIR and CFO need to be estimated, the design of an optimal TS is still an open issue, in general. Suboptimum training designs were proposed in the literature using different criteria. In [1], [2], the authors used the worst-case asymptotic CRB, i.e., the large-sample CRB associated with the worst channel realization. Using a min-max approach, they have shown that the white TS is optimal when considering this criterion. In [3], the TS was designed to render the exact (i.e., finite-sample) CRB of the CFO independent of the channel zeros. The developed TS design was shown to outperform the white TS design when the length of the TS is small/moderate. For a large TS, the white sequence is still optimal when considering the criterion in [3]. Here, we only consider TS designs based on asymptotic performance metrics.

In the above approaches, the channel was considered deterministic and thus any likely correlation between the CIR components was not taken into account when designing the TS. An approach which considers random CIR was proposed in [5], where a channel-independent design criterion was obtained by statistically averaging the CRB of the CFO over the CIR realizations. However, the work in [5] only considered the case where the CIR components are independent and identically distributed (i.i.d.) and their magnitudes are Rayleigh distributed. In such a case, the best TS for CFO estimation was shown to be white [5]. In fact, in this case, the optimal TS for the joint CFO/CIR estimation is still white. Indeed, if the CIR components are i.i.d., the averaged channel frequency response is flat and thus the training power should be equally split between all the frequencies. However, the Rayleigh i.i.d. assumption in [5] may be restrictive in practice (see e.g. [9], [10], [11], [12]).

No training design has been proposed for the case of correlated CIR taps and/or Ricean CIR in the literature. The goal of this paper is to fill this gap. The design difficulty in this case stems from the fact that the optimal TS designs for CFO and CIR estimations are different, unlike the Rayleigh i.i.d. case where the white TS was optimal for both estimations. Therefore, the individual estimation performance metrics are not sufficient to develop a single TS selection strategy for the joint estimation problem. This leads to the need of selecting a criterion that combines these metrics in accordance with their respective impact on the overall system performance. The criterion we propose to use is the Mean Square Error (MSE) between the transmitted and received symbols, where the receiver consists of a frequency compensation and a Wiener linear equalizer. This MSE is obtained by statistically averaging the conditional (on the channel) MSE over the channel realizations. This enable us to find an "optimal" TS
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1When the length of the TS is small, a Bayesian approach could be used to estimate the CIR at the receiver, and in this case, the optimal TS is not white. However, as the length of the TS increases, the spectrum of the optimal TS becomes more and more flat.
which is relevant to both channel and CFO estimations.

The paper is organized as follows: in Section II, we introduce the signal model, the channel statistics model, the receiver model as well as the criterion that we wish to optimize. In Section III, we express the proposed criterion in closed-form. Section IV is devoted to the optimization of the criterion derived in Section III. In Section V, we propose numerical illustrations in order to observe the gain in performance provided by our approach.

Notation: Overline $\overline{\tau}$, superscripts $^T$ and $^H$ denote complex conjugate, transposition, and conjugate transposition, respectively. $\mathbb{E}[B|A]$ and $\mathbb{E}_A[B]$ denotes the conditional expectation of $B$ with respect to $A$ and the average expectation of $B$ over $A$, respectively. $\Re[A]$ and $\Im[A]$ denote the real and imaginary parts of $A$, respectively. Finally, $||a||$ and $\text{Tr}(A)$ denote the L2-norm of vector $a$ and the trace of matrix $A$, respectively.

II. PROBLEM STATEMENT

A. Signal Model

We focus on single-carrier and single-user communications. We assume that the transmission consists of a training mode during which a TS $t = [t(0), t(1), \ldots, t(N_T - 1)]^T$ of length $N_T$, which is known to the receiver, is transmitted, followed by a data mode during which a data sequence $d = [d(0), d(1), \ldots, d(N_D - 1)]^T$ of length $N_D$ is transmitted. The received signal, $y(n)$, has the following form:

$$y(n) = e^{2\pi f_n n} \sum_{l=0}^{L-1} h(l) s(n - l) + w(n), \quad (1)$$

where $f$ denotes the (normalized) CFO, $h(0) \ldots h(L-1)$ represent the channel coefficients, $s(n)$ is either $t(n)$ or $d(n)$ depending on the mode of transmission at time instant $n$, and $w(n)$ denotes a circularly symmetric white Gaussian noise with variance $\sigma^2 = \mathbb{E}[|w(n)|^2]$. Let $h = [h(0) \ldots h(L-1)]^T$ be the unknown channel vector. For the sake of simplicity, $d$ is assumed to be an i.i.d. sequence with variance $\sigma_d^2 = \mathbb{E}[|d(n)|^2]$. Note however that our results can be generalized to the case where $d$ is a colored sequence.

In order to obtain an expression for the proposed criterion that is simple and tractable to optimize, we will consider the system performance in the "asymptotic" regime, i.e., we assume that both $N_T$, the size of the TS and $N_D$, the size of the data sequence, tend to infinity, while the ratio $N_D/N_T$ converges to a constant, i.e.,

$$\lim_{N_T \to \infty} \frac{N_D}{N_T} = \alpha$$

where $\alpha$ is a constant depending on the system of interest. We also assume that the length of the channel filter $L$ and the length of the equalizer filter $L_g$ tend to infinity, at the same rate. Note that we will first consider that the sequence sizes ($N_D$ and $N_T$) are large, and then assume the filter lengths ($L$ and $L_g$) are large, which means that

$$\lim_{N_T \to \infty} \frac{L}{N_T} = \alpha$$

or equivalently $L, L_g \ll N_D, N_T$. Although for the analysis, we assume large values for $L$ and $L_g$, we will consider realistic values for these parameters in the simulation section.

B. Channel Model

The channel is assumed to be Rice distributed i.e.,

$$h = \sqrt{\frac{K}{K+1}} h_d + \sqrt{\frac{1}{K+1}} h_r \quad (2)$$

where $h_d$ is a deterministic vector normalized in such a way that $||h_d||^2 = 1$, and $h_r$ is a complex circular Gaussian random vector with zero mean and covariance matrix $\Sigma = \mathbb{E}[h_r h_r^H]$, normalized in such a way that $\text{Tr}(\Sigma) = 1$. The superscript $(\cdot)^H$ stands for the conjugate transpose operator. Coefficient $K$ is the so-called Ricean factor. In this paper, we assume that $K, \Sigma$, and $h_d$ are known at both the transmitter and the receiver sides.

This channel model can be justified in the following two ways. Firstly, in most wireless applications, it is usual to consider that the channel can be decomposed into two parts: the first part refers to the Line of Sight (LOS), which corresponds to the first term of the righthand side of (2), and the second part is associated with the non-line of sight (NLOS) components of the channel, which corresponds to the second term of the righthand side of (2). The knowledge of $K, \Sigma$, and $h_d$ at both sides is motivated by the fact that the coherence times corresponding to $K, \Sigma$, and $h_d$ are much larger than that of $h_r$ [9], [10], [11], [12]. Secondly, even when the Rice model does not hold true, it is often possible to decompose $h$ as depicted in Eq. (2). For instance, consider the case where the receiver estimates the CIR and the CFO and feedbacks these estimates to the transmitter. The latter therefore has a partial knowledge of the CIR, which can be described as in Eq. (2) where the random part represents the uncertainties due to estimation/feedback errors and time-variations of the channel. Notice that the estimation errors are Gaussian asymptotically, i.e., when the length of the TS is large enough, which justifies the Rice model.

C. Receiver model

First, the receiver compensates for the CFO using the estimated value $\hat{f}$ of $f$. It then generates the signal $y_c(n) = e^{-2\pi f n} y(n)$. For each $n \geq N_T + L$, we have that

$$y_c(n) = e^{-2\pi \Delta f n} \sum_{l=0}^{L-1} h(l)d(n - N_T - l) + w(n). \quad (3)$$

where $\Delta f = \hat{f} - f$. Note that CFO compensation does not change the statistics of the white noise. Thus, to simply notations, the same variable is used to denote the noise before and after CFO compensation. The receiver then compensates for the channel distortion using a standard Wiener filter with coefficients $\hat{g} = [\hat{g}(-L_g), \ldots, \hat{g}(L_g)]$. The linear equalizer $\hat{g}$ should be calculated using the estimated value $\hat{h}$ of $h$. The output equalizer $z(n)$ is defined by

$$z(n) = \sum_{k=-L_g}^{L_g} \hat{g}(k) y_c(n - k).$$

Finally, a detector is used on the equalizer output in order to recover the transmitted data symbols.
When the receiver has statistical knowledge on the parameters to be estimated, one can use the bayesian approach to estimate the parameters of interest. Nevertheless, this approach has the drawback of complicating the performance analysis. Furthermore, when the SNR is large and/or when the number of available training samples, \( N_T \), is large, which is the case in the asymptotic regime, the best Bayesian estimator and the best deterministic estimator (Maximum Likelihood - ML) lead to the same performance since the a priori contribution is bounded whereas the likelihood grows with the number of available observations. Therefore, in this paper, we concentrate on the standard deterministic approach based on the ML estimator. As a consequence, it is reasonable to believe that the estimation errors on the CFO and CIR are well described by the deterministic CRB in the asymptotic regime.

D. The proposed criterion

A natural approach would be to design a training strategy which leads to the minimum bit error rate at the detector output. Unfortunately, such a criterion is very difficult to express as a simple function of the training strategy. Here, we propose to minimize the MSE at the equalizer output. In the sequel, we define

\[
\text{MSE}_n(t) = \mathbb{E} \left[ (z(n) - d(n - N_T))^2 | t \right].
\]

It is worth noting that \( z(n) \) is a non stationary sequence due to the presence of factor \( e^{-2i\pi fn} \). Therefore, the above expression of the MSE depends on index \( n \). It is obviously impractical to minimize the MSE for all possible values of \( n \). Here, we propose to minimize the average MSE, i.e. MSE averaged over all data symbols:

\[
\text{MSE}(t) = \frac{1}{N_D} \sum_{n=N_T}^{N_T+N_D-1} \text{MSE}_n(t). \tag{4}
\]

The above criterion depends on the TS, \( t \), via the estimation errors on parameters \( h \) and \( f \). The objective of the next subsection is to express \( \text{MSE}(t) \) in closed-form.

Our TS design strategy basically consists of searching for the TS that minimizes the MSE on the data symbols at the output of the Wiener filter. Our TS will be ‘optimal’ when the receiver is as described above. In the case where a different receiver is used, it is reasonable to believe that the proposed training strategy is still likely to improve the system performance compared to more standard training strategies.

III. Criterion derivations

To derive the MSE in eq. (4), we firstly focus on \( \text{MSE}(t|h) \) which is the MSE given a realization of the channel and which satisfies

\[
\text{MSE}(t) = \mathbb{E}_h[\text{MSE}(t|h)].
\]

The main steps of the derivations are as follows

- In Subsection III-A, we provide a simple expression for \( \text{MSE}(t|h) \) as a function of the estimation errors on parameters \( h \) and \( f \). Results are drawn in Lemma 2.
- In Subsection III-B, we relate the estimation errors to the training strategy. Results are given in eq. (15).
- In Subsection III-C, we finally average \( \text{MSE}(t|h) \) over the channel using our statistical model in eq. (2). Results are given in eqs. (20) and (25).

A. MSE as a function of the estimation error

Let \( \Delta h = \hat{h} - h \) and \( g \) (resp. \( g + \Delta g \)) denote the Wiener filter associated with \( h \) (resp. \( h + \Delta h \)). Also, let \( P(\nu) = \sum_{l=-L}^{L} p(l)e^{-2i\pi\nu l} \) for any vector \( p = [p(-L), \cdots, p(L)]^T \) of length \( (L + 1) \).

After straightforward but tedious algebraic manipulations reported in Appendix A, we obtain the following lemma.

Lemma 1: Let \( \text{MSE}(t|h, \hat{h}, \hat{f}) \) denote the MSE for a given realization of the channel and a realization of the channel estimate and a realization of the CFO estimate. We get

\[
\text{MSE}(t|h, \hat{h}, \hat{f}) = \mathbb{E}_{h,f}[\text{MSE}(t|h, \hat{h}, \hat{f})]
\]

where

\[
\text{MSE}(t|h, \hat{h}, \hat{f}) \approx \sigma_d^2 + \sigma_f^2 \int_0^{1} |(G + \Delta G)(\nu)|^2 d\nu
\]

\[
+ \sigma_d^2 \int_0^{1} |H(\nu)|^2 |(G + \Delta G)(\nu - \Delta f)|^2 d\nu
\]

\[
- 2\sigma_d^2 \Re \left[ S(\Delta f) \int_0^{1} (G + \Delta G)(\nu - \Delta f)H(\nu) d\nu \right]
\]

with

\[
S(\nu) = \frac{1}{N_D} \sum_{n=N_T}^{N_T+N_D-1} e^{-2i\pi\nu n}.
\]

In order to obtain a simple link between \( \text{MSE}(t|h) \) and the estimation errors, we consider the “asymptotic” regime described in Subsection II-A. We recall (cf. [6], [4]) that the MSE on channel estimation is of order \( 1/N_T \) while the MSE on CFO estimation is of order \( 1/N_T \). Consequently, function \( S(f) \) can be decomposed as follows

\[
S(\Delta f) \approx 1 - i\pi(2\alpha)N_T\Delta f
\]

\[
- 2\pi^2(1 + \alpha^2/3)N_T^2(\Delta f)^2 + o_p(1/N_T), \tag{5}
\]

where \( o_p(1/N_T) \) refer to terms that are negligible compared to \( 1/N_T \) in probability. Based on the above decomposition, we obtain the following lemma whose proof is given in Appendix B.

Lemma 2: Assuming the asymptotic regime, we have that

\[
\text{MSE}(t|h) = e_0 + e_1 + e_2 + e_3 + o_p(1/N_T)
\]

Notice that ML estimator can be easily carried out by means of correlation and periodogram [6], [4].

Other receivers may have a sensitivity to CFO/CIR that is different from that of the Wiener equalizer.
where 
\[
e_0 = \sigma_d^2 + \int_0^1 \left( \sigma_d^2 |H(\nu)|^2 + \sigma^2 |G(\nu)|^2 \right) d\nu
\]
\[
e_1 = \int_0^1 \left( \sigma_d^2 |H(\nu)|^2 + \sigma^2 |H(\nu)|^2 \right) \gamma_{h,h}(\nu) d\nu
\]
\[
e_2 = 2 \sigma_d^2 (1 + \alpha) \pi N T \int_0^1 (H(\nu) \sigma_d^2 |H(\nu)|^2 + \sigma^2 |H(\nu)|^2) d\nu
\]
\[
e_3 = 4 \sigma_d^2 \pi^2 (1 + \alpha + \alpha^2 / 3) N T^2 \gamma_{f,f} \Re \left[ \int_0^1 G(\nu) H(\nu) d\nu \right]
\]

with 
\[
\gamma_{h,h}(\nu) = \mathbb{E}[|\Delta H(\nu)|^2]
\]
\[
\tilde{\gamma}_{h,h}(\nu) = \mathbb{E}[|\Delta H(\nu)|^2]
\]
\[
\gamma_{h,f}(\nu) = \mathbb{E}[|\Delta H(\nu)\Delta f|]
\]
\[
\gamma_{f,f} = \mathbb{E}[|\Delta f|^2]
\]

Notice that the term \(e_0\) represents the error at the output of the Wiener filter when \(h\) and \(f\) are perfectly known. Error \(e_1\) (resp. \(e_3\)) is the extra term associated with the mis-estimation of \(h\) (resp. \(f\)). Finally, \(e_2\) is an extra error caused by the mis-estimation of both \(h\) and \(f\).

B. MSE(\(t||h\)) as a function of the TS statistics

In the sequel, we express \(\gamma_{h,h}(\nu), \tilde{\gamma}_{h,h}(\nu), \gamma_{h,f}(\nu)\) and \(\gamma_{f,f}(\nu)\) as functions of the TS statistics. Indeed, since we focus on the asymptotic regime, the design of the TS is equivalent to the design of its statistics, as it is justified by the CRB expressions below. Therefore, we treat the TS as a realization of a zero-mean stationary random sequence, whose statistics, namely its covariance matrix, will be designed to minimize the total averaged MSE defined above.

When \(N_T\) is large, it is known that the asymptotic covariance of the ML channel coefficients and CFO estimates coincides with the CRB, which is reported below (cf. [1])

\[
\mathbb{E}[\Delta h \Delta^H] = \frac{\sigma_d^2}{N_T} \left( R_t^{-1} + \frac{3}{2} \frac{h h^H}{h^H R_t h} \right)
\]
\[
\mathbb{E}[\Delta h \Delta^T] = \frac{3 \sigma_d^2}{2 N_T} h h^H R_t h
\]
\[
\mathbb{E}[\Delta h \Delta f] = -i \frac{3 \sigma_d^2}{2 \pi N_T^2} h h^H R_t h
\]
\[
\mathbb{E}[|\Delta f|^2] = \frac{3 \sigma_d^2}{2 \pi N_T^2} \frac{1}{h^H R_t h}
\]

where \(R_t\) is the \(L\)-dimensional covariance matrix defined by \(\{r(k-l)\}_{k,l=0,\ldots,L-1}\) with \(r(k-l) = \mathbb{E}[t(n+k) t(n+l)]\). When the CFO is known and does not need to be estimated, the second term in the RHS of Eq. (10) vanishes. One can remark that the estimation error only depends on the second order statistics of the TS and not on each realization of the TS. If we assume that the sequence \(\{r(k)\}_{k=0,\pm 1,\ldots}\) is absolutely summable, then we can define the following spectrum associated with the TS

\[
S_{tt}(\nu) = \sum_{k \in \mathbb{Z}} r(k) e^{-2i\pi k \nu}
\]

It is easy to check that

\[
r(k) = \int_0^1 S_{tt}(\nu)e^{2i\pi k \nu} d\nu
\]

This implies that

\[
h^H R_t h = \int_0^1 S_{tt}(\nu)|H(u)|^2 d\nu
\]

Consequently, we have that

\[
\tilde{\gamma}_{h,h}(\nu) = -\frac{3 \sigma_d^2}{2 N_T} \frac{|H(\nu)|^2}{\int_0^1 S_{tt}(\nu)|H(u)|^2 d\nu}
\]
\[
\gamma_{h,f}(\nu) = -i \frac{3 \sigma_d^2}{2 \pi N_T^2} \frac{|H(\nu)|^2}{\int_0^1 S_{tt}(\nu)|H(u)|^2 d\nu}
\]
\[
\gamma_{f,f} = \frac{3 \sigma_d^2}{2 \pi N_T^2} \frac{1}{\int_0^1 S_{tt}(\nu)|H(u)|^2 d\nu}
\]

Deriving a closed-form expression for \(\gamma_{h,h}(\nu)\) is a complicated task since we have to handle matrix \(R_t^{-1}\). More precisely, \(\gamma_{h,h}(\nu)\) depends on \(d_L(\nu) R_t^{-1} d_L(\nu)^H\) where \(d_L(\nu) = [1, \ldots, e^{-2i\pi(L-1)\nu}]\). In order to express \(\gamma_{h,h}(\nu)\) as a simple function of \(q(\nu)\), we notice that when the channel length \(L\) is large enough, \(R_t\) becomes a large Toeplitz matrix, which implies that its inverse \(R_t^{-1}\) can be well approximated by the circulant matrix (cf. [7], [13]) whose first row is

\[
\left[ \int_0^1 \frac{1}{S_{tt}(\nu)} e^{2i\pi k \nu} d\nu \right]_{k=0,\ldots,L-1}
\]

Based on this approximation, we obtain

\[
\gamma_{h,h}(\nu) = \frac{\sigma_d^2}{N_T} \left( \frac{L}{\int_0^1 S_{tt}(\nu)|H(u)|^2 d\nu} + \frac{3}{2} \frac{\int_0^1 |H(\nu)|^2 d\nu}{\int_0^1 S_{tt}(\nu)|H(u)|^2 d\nu} \right)
\]

When both \(N_T\) and \(L\) are large, MSE(\(t||h\)) can finally be expressed as

\[
\text{MSE}(t||h) = \text{MSE}_{\text{known}}(h) + \text{MSE}_{\text{unknown}}(t||h)
\]

where \(\text{MSE}_{\text{known}}(h)\) represents the MSE that one would have observed if parameter estimation was perfect, and is given by

\[
\text{MSE}_{\text{known}}(h) = \int_0^1 \sigma_d^2 |H(\nu)|^2 + \sigma^2 |H(\nu)|^2 d\nu
\]

and where the ‘excess MSE’, \(\text{MSE}_{\text{unknown}}(t||h)\), due to the mis-estimation of CIR and CFO, has the following form

\[
\text{MSE}_{\text{unknown}}(t||h) = \frac{\sigma_d^2}{N_T} \left( \int_0^1 c_1(\nu||h) d\nu \right)
\]
\[
+ \beta \int_0^1 \frac{1}{S_{tt}(\nu)} c_2(\nu||h) S_{tt}(\nu) d\nu
\]
with $\beta = 27/2 + 9\alpha + 2\sigma^2$ and

$$c_1(\nu|h) = \frac{L\sigma^3_0}{2} (\sigma^2_0[H(\nu)]^4 + \sigma^4)$$  \hspace{1cm} (16)

$$c_2(\nu|h) = \frac{1}{\int_0^1 \sigma^2_0[H(\nu)]^2 + \sigma^2}.$$  \hspace{1cm} (17)

In Eq. (15), notice that the MSE depends on the color of the TS. Now we would like to find the color that minimizes the MSE but independently of the channel realization $h$. Therefore the last step of our criterion derivations consists of averaging the MSE in eq. (14) over $h$.

C. Averaging MSE($t|h$) over $h$

Under the assumption that $N_T$ and $L$ are large, the averaged MSE can, using the above equations, be expressed as

$$\text{MSE}(t) = \text{MSE}_{\text{known}} + \frac{\sigma^2_0\sigma^2}{N_T} J(S_{tt})$$  \hspace{1cm} (18)

where $\text{MSE}_{\text{known}} = \mathbb{E}_h[\text{MSE}_{\text{known}}(h)]$ is a constant representing the average MSE in the absence of mis-estimation of the channel and CFO, and where the ‘excess MSE’ is proportional to $J(S_{tt})$, which is given by

$$J(S_{tt}) = J_h(S_{tt}) + J_f(S_{tt})$$  \hspace{1cm} (19)

where

$$J_h(S_{tt}) = \int_0^1 c_1(\nu) S_{tt}(\nu) d\nu,$$  \hspace{1cm} (20)

$$J_f(S_{tt}) = \mathbb{E}_h \left[ \int_0^1 c_2(\nu|h) S_{tt}(\nu) d\nu \right].$$  \hspace{1cm} (21)

with $c_1(\nu) = \mathbb{E}_h[c_1(\nu|h)]$.

The function $S_{tt} \rightarrow J(S_{tt})$ is the proposed criterion that we would like to minimize in order to select a relevant power spectrum $S_{tt}(\nu)$. Notice that $J(S_{tt}^{(h)})$ is a linear combination of two terms. The first term, $J_h(S_{tt})$, is associated with the channel estimation error. Nonetheless, this term is not directly related to the CRB for the CIR. Indeed, the asymptotic CRB for the CIR (when CFO is known) is equal to the integral of the inverse of the power spectrum of the TS (cf. Eqs. (10) and (13)). It is the function $c_1(\nu)$ that prevents us from having a direct relationship between the CRB for the CIR and the impact of channel estimation error on the MSE. The second term, $J_f(S_{tt})$, is associated with the CFO estimation error. Once again, $J_f(S_{tt})$ is not proportional to the averaged CRB associated with CFO estimation due to the presence of $c_2(\nu|h)$. Nevertheless, at high SNR, one can remark that $c_2(\nu|h)$ tends to $|H(\nu)|^2$ which implies that $J_f(S_{tt})$ becomes proportional to the CRB for the CFO described in Eq. (12).

We now would like to derive a closed-form expression for the expectations in $J_h(S_{tt})$ and $J_f(S_{tt})$. Let us start with $J_h(S_{tt})$. Thanks to Eq. (2), it is easy to check that $H(\nu)$, for any $\nu$, is Gaussian distributed with mean $\sqrt{K/(K+1)} H_0(\nu)$ and variance

$$\sigma^2_H(\nu) = \mathbb{E}[|H_0(\nu)|^2] / (K + 1).$$  \hspace{1cm} (22)

Besides, $H_0(\nu)$ minus its mean is circularly symmetric. Therefore the probability density function of $|H(\nu)|^2$ takes the following form

$$p_{|H(\nu)|^2}(t) = \frac{K + 1}{\mathbb{E}[|H_0(\nu)|^2]} e^{-\frac{(K+1) + K|H_0(\nu)|^2}{\mathbb{E}[|H_0(\nu)|^2]}} \times I_0 \left( \sqrt{2K \frac{|H_0(\nu)|^2}{\mathbb{E}[|H_0(\nu)|^2]}} t \right) I_{t \geq 0}$$

where $I_{t \geq 0}(.)$ is the modified Bessel function of first kind and where $I_{t \geq 0}$ is equal to 1 when $t$ is positive and equal to 0 otherwise. Consequently, we get

$$c_1(\nu) = \frac{L\sigma^3_0}{2} \mathbb{E}[|H_0(\nu)|^2] e^{-\frac{(K+1) + K|H_0(\nu)|^2}{\mathbb{E}[|H_0(\nu)|^2]}} \times I_0 \left( \sqrt{2K \frac{|H_0(\nu)|^2}{\mathbb{E}[|H_0(\nu)|^2]}} \right) d\nu$$

Although this integral cannot be expressed in closed-form, a numerical computation can be easily carried out. Once $c_1(\nu)$ is evaluated, another numerical integration is carried out to evaluate $J_h(S_{tt})$.

For $J_f(S_{tt})$, one can remark that the expression (17) can be greatly simplified when the high SNR regime is considered, as follows

$$J_f(S_{tt}) \stackrel{\text{high SNR}}{= \sim} \mathbb{E}_h \left[ \int_0^1 \frac{1}{|H(\nu)|^2 S_{tt}(\nu) d\nu} \right]$$

Next, we will derive a closed-form expression for the high-SNR approximation of $J_f(S_{tt})$, given the above equation. Since Eqs. (11) and (12) represent the same term, we deduce that

$$J_f(S_{tt}) = \mathbb{E}_h \left[ \frac{1}{h^H R_h h} \right]$$  \hspace{1cm} (24)

The next theorem is proved in Appendix C.

**Theorem 1:** Let $J_f(S_{tt})$ given by Eq. (24). If $L$ is large, we have that

$$J_f(S_{tt}) = (K + 1) \frac{\ell_1}{\ell_1 - \ell_2}$$  \hspace{1cm} (25)

where

$$\ell_1 = \text{Tr}(R_s(\Sigma + K h_h h_h^H))$$

$$\ell_2 = \text{Tr}(R_s(\Sigma R_s + 2K h_h h_h^H)).$$

Using the above expressions for $J_h(S_{tt})$ and $J_f(S_{tt})$, we next address the issue of training optimization.

IV. CRITERION OPTIMIZATION

As mentioned in the previous section, our training design is based on the minimization of $J(S_{tt})$, which is a weighted sum of $J_h(S_{tt})$ and $J_f(S_{tt})$. This optimization problem is, in general, intractable in closed-form, due to the highly nonlinear relationship between $J(S_{tt})$ and the power spectrum of the TS. Nevertheless, we show in this section that this optimization problem is convex, which implies that any gradient-type
A. General case

First, we will simplify $J_f(S_{tt})$ given in Eq. (25). We recall that $J_f(S_{tt})$ can be written as follows

$$J_f(S_{tt}) = (K + 1) \frac{\text{Tr}(R_t \tilde{A})}{(\text{Tr}(R_t A))^2 - \text{Tr}(R_t B R_t C)}$$

with

$$\tilde{A} = \Sigma + K h_d h_d^H$$
$$\tilde{B} = \Sigma$$
$$\tilde{C} = \Sigma + 2 K h_d h_d^H$$

This expression is an extension of that reported in [5] for the iid Rayleigh channel case (obtained when $K = 0$ and $\Sigma = (1/L) I_d L$).

To solve our optimization problem, i.e., minimization of $J_f(S_{tt})$ in Eq. (19), we again assume that the channel length $L$ is large. We recall that this assumption has already been made in the previous section to obtain closed-form expression of $J_f(S_{tt})$. Hence, the $L \times L$ Toeplitz matrix $R_t$ can be almost diagonalized in the Fourier basis for large $L$. Consequently, we get

$$R_t = FA_t F^H$$

where $F$ is an $L \times L$ Fourier matrix and $A_t$ is a diagonal matrix whose $\ell$th diagonal element is $S_{tt}(\ell/L)$. As a consequence, $J_f(S_{tt})$ is completely captured by $\lambda = [\lambda_1, \ldots, \lambda_L]$ and can be rewritten as

$$J_f(\lambda) = (K + 1) \frac{\sum_{l=1}^L \lambda_l a_{ll}}{(\sum_{l=1}^L \lambda_l a_{ll})^2 - \sum_{k,l=1}^L \lambda_k \lambda_l b_{kl} c_{lk}}$$

(26)

where $a_{ll}$, $b_{kl}$, and $c_{kl}$ are the components of the $k$th row and $l$th column of matrices $A = F^H A F$, $B = F^H B F$, and $C = F^H C F$, respectively.

To simplify the TS design criterion, we define $J_h(\lambda)$, using the fact that for large $L$, the integral in Eq. (20) can be approximated by a Riemann sum with a grid equal to $1/L$. We obtain

$$J_h(\lambda) = \sum_{l=1}^L \frac{s_l}{\lambda_l}$$

(27)

with $s_l = c_l(l/L)/L$.

In the next theorem, we state that the criterion (19) is convex with respect to $\lambda$ when $J_h$ and $J_f$ satisfy Eqs. (27) and (26) respectively. The proof is reported in Appendix D.

Theorem 2: When $L$ is large, minimizing $J_q(\lambda)$ is equivalent to minimizing $J_h(\lambda)$ defined as follows

$$J_h(\lambda) = \sum_{l=1}^L \frac{s_l}{\lambda_l} + \beta \frac{\sum_{l=1}^L \lambda_l a_{ll}}{(\sum_{l=1}^L \lambda_l a_{ll})^2 - \sum_{k,l=1}^L \lambda_k \lambda_l b_{kl} c_{lk}}$$

(28)

The above function is convex with respect to $\lambda$ if $\lambda_l \geq 0$ for all $l \in \{1, \cdots, L\}$.

Since the $\lambda_l$’s are positive by definition, $J_h(\lambda)$ is convex. Hence, our optimization problem is convex since the function to be minimized is convex and the constraints

$$\text{Tr}(R_t) = \sum_{l=1}^L \lambda_l = LP$$

and $\lambda_l \geq 0, \forall l$

are also convex. To obtain numerical values for the optimal $\lambda$, we can use a standard convex optimization toolbox.

B. Case $K \rightarrow \infty$

When $K$, the Rice factor, is large, we can replace $H(\nu)$ in (19) with the transfer function $H_d(\nu)$. This approximation is supported by the fact that for any continuous mapping $F$ of the channel coefficients $\mathbf{h}$, $\mathbb{E}[F(\mathbf{h})]$ converges to $F(h_d)$ as the Rice factor $K$ tends to infinity.

The simplified TS design criterion is then defined by

$$J_d(S_{tt}) = \int_0^1 \frac{c_1^0(\nu)}{S_{tt}(\nu)} d\nu + \beta \frac{1}{\int_0^1 c_1^0(\nu) S_{tt}(\nu) d\nu}$$

(30)

where $c_1^0(\nu)$ is obtained by removing the mathematical expectation and by replacing $H(\nu)$ with $H_d(\nu)$ in $c_1(\nu)$, and where $c_1^0(\nu)$ is obtained by replacing $H(\nu)$ with $H_d(\nu)$ in Eq. (17). Of course, the above criterion $J_d(S_{tt})$ is likely to be a valid approximation of $J(S_{tt})$ provided that the Rice factor $K$ is large enough. The training strategy proposed is therefore appropriate when $K$ is large. However, we will show in the simulation part that, even for moderate and realistic values of $K$, the proposed training strategy based on the minimization of $J_d(S_{tt})$ outperforms classical training strategies.

Once again, we replace the integrals with their Riemann sums. Then

$$J_d(\lambda) = \frac{1}{N} \sum_{n=1}^N \alpha_n + \beta \frac{1}{N} \sum_{n=1}^N \beta_n \lambda_n$$

(31)

with $\alpha_n = c_1^0(n/N)$, $\beta_n = c_1^0(n/N)$, and $N$ being an integer.

In the following theorem, we show that the minimization of $J_d(\lambda)$ w.r.t. $\lambda$ under the following constraint

$$\text{Tr}(R_t) = L \int_0^1 S_{tt}(\nu) d\nu = L \frac{1}{N} \sum_{n=1}^N \lambda_n = LP$$

(32)

reduces to a convex optimization problem. Unlike the general case, we are here able to develop the Lagrange optimization method and thus obtain a closed-form expression for the optimal $\lambda$. This result, which is summarized in Theorem 3, is proven in Appendix E.

Theorem 3: The criterion $J_d$ defined by Eq. (31) is convex and minimum under the power constraint (32) for

$$\lambda_m = P \frac{\sqrt{\alpha_m/(\mu - \beta_m)}}{\frac{1}{N} \sum_{n=1}^N \sqrt{\alpha_n/(\mu - \beta_n)}}$$

(33)

where $\mu$ is such that

$$\frac{1}{N} \sum_{n=1}^N \beta_n \sqrt{\alpha_n/(\mu - \beta_n)} = \sqrt{\beta}.$$
As \( N \) can be taken arbitrarily large, we finally have that

\[
S_{tt}(\nu) = P \frac{\sqrt{c_1^2(\nu)/(\mu - c_2^2(\nu))}}{\int_0^1 \sqrt{c_1^2(u)/(\mu - c_2^2(u))} du}
\]

where \( \mu \) is such that \( \int_0^1 c_2(u) \sqrt{c_1^2(u)/(\mu - c_2^2(u))} du = \sqrt{\beta} \).

\[ \text{C. Comments} \]

We recall that our approach holds when the TS size \( N_T \), the data size \( N_D \), and channel length \( L \) are large. In practice, a TS with power spectrum provided by means of Theorems 2 or 3 can be very simply generated as the output of a digital filter with relevant coefficients excited by a pre-generated pseudo-random sequence. Further, this filtering does not have to be performed frequently since the channel statistics, unlike the channel state information, are likely to change very slowly with time. Therefore, the additional computational complexity of the proposed training design is low.

It is worth pointing out that our derivations enable us to analyze the scenario where the channel has to be estimated but no CFO is present. In this case, the criterion \( J_\beta(\lambda) \) (resp. \( J_\beta(\lambda) \)) can be simplified by removing the second term in the RHS of Eq. (28) (resp. in Eq. (31)). The optimization problem is still convex in this case. By adapting the derivations in Appendix E, the power allocation at FFT bin \( n \), denoted by \( \lambda_n \), is found to be \( \sqrt{\alpha_n} \) in the general case and to \( \sqrt{\alpha_n} \) in the high Ricean factor case. Consequently, the best TS may be colored (if the sequence \( s \) or \( \alpha \) is not constant). We recall that the TS that minimizes the channel CRB is white regardless of the channel statistics. This means that the CRB and the MSE minimization may lead to two different kinds of TS designs. This leads to the following question: which criterion is the most relevant? It is clear that when a Wiener-type equalizer is carried out, the MSE seems to be closer to the true performance than the CRB since the CRB does not take into account the receiver structure and the digital communications point of view. Nevertheless, by simulations, we observe that the improvement due to the color of the TS is negligible. Therefore, in this case, the white TS remains a good candidate for channel estimation.

We can also address the CFO estimation problem in frequency-selective channel when the channel is not a parameter of interest as it was the case in [2], [5]. This problem may occur when synchronisation is carried out more frequently than channel estimation. As mentioned in Section III-C, at high SNR, the MSE degradation due to CFO estimation is proportional to the CRB for the CFO. Unlike for channel estimation, for CFO estimation, the CRB and MSE criteria lead to the same TS design. Minimizing the CRB with respect to the TS has been partially treated in the literature. [2] selects the TS which minimizes the worst CRB (i.e., the maximum of the CRB over all normalized channel realizations), [3] selects the TS that renders the finite-sample CRB for the CFO channel-independent, and [5] characterizes the TS which minimizes the average CRB when the channel coefficients are assumed i.i.d. and Rayleigh (i.e., \( K = 0 \) and \( \Sigma \) is proportional to the identity matrix). Here, by adapting Theorems 2 or 3, we design the TS which minimizes the average CRB when the channel is Rice whatever the Ricean factor \( K \) and the color of the random part. In the general case, criterion \( J_\beta(\lambda) \) can be simplified by removing the first term in the RHS of Eq. (28). Obviously, the optimization problem remains convex and a standard optimization tool can be applied to find the optimum TS spectrum. In the case where the channel has a high Ricean factor, \( K, J_\beta(\lambda) \) can be simplified by ignoring the first term in the RHS of Eq. (31). In this case, \( \lambda \) has one non-zero element (i.e. a TS with one nonzero FFT bin only), which is associated with the maximum \( \beta \).

\[ \text{V. Simulations} \]

Unless otherwise stated, we set \( N_t = 50, L = 5 \) and \( \alpha = 10 \). The CFO is fixed to \( f = 0.1 \). All simulated points are averaged over 1000 Monte-Carlo runs. In each run, the channel was independently generated according to model (2). We assume that the correlation between two channel taps \( h(k) \) and \( h(l) \) of the CIR is given by \( \rho^{|k-l|} \) where \( \rho \) belongs to \( [0, 1] \).

In Figure 1, we plot the theoretical and empirical data MSE. The MSE when the parameters (i.e. CFO and CIR) are known is also depicted for comparison purposes. We have considered \( R_t = P \text{Id}_{N_t}, K = 10 \) and \( \rho = 0 \). When the parameters are estimated, we display the theoretical MSE depicted in Eq. (19) and the one drawn in Eq. (20) and Eq. (25). We thus observe that all our approximations are accurate since the empirical MSE is close to the approximated theoretical MSE.

In Figure 2, we display the theoretical data MSE versus SNR (with \( K = 10 \) and \( \rho = 0 \)) when the parameters are perfectly known and when the parameters are estimated with either a white TS or the colored TS suggested by Theorem 3 for large \( K \). We observe that the colored TS exhibits a gain in terms of MSE but this gain seems to be small.

In Figure 3, we plot the theoretical data MSE versus \( K \) (with SNR=20dB and \( \rho = 0 \)). We observe that the optimization carried out under the assumption of large \( K \) provides non-negligible gain as soon as \( K > 3 \). In many practical situations, it is reasonable to assume the Ricean factor to be larger than 3 (cf. [9], [10], [11], [12]). Therefore, Theorem 3 can be of great interest in realistic scenarios.
In Figure 4, we plot the Bit Error Rate (BER) versus SNR (with $K = 10$ and $\rho = 0$) when a frequency compensation and a Wiener equalizer based on the estimated values of the parameters are employed. The training is either white or colored as suggested by Theorem 3. We remark that the gain in performance is significant, which advocates TS optimization at the transmitter.

In Figure 5, we plot the normalized CRB for the CFO, given by $E[1/h^{H}R_{T}h]$, versus $K$ for uncorrelated channel taps ($\rho = 0$). We observe that for small $K$ the white TS is almost optimal. In contrast, as soon as $K$ is larger than 3, it is preferable to choose the judiciously designed TS instead of the white TS to estimate the CFO more accurately.

In Figure 6, we plot the normalized CRB for the CFO versus $\rho$ for a Rayleigh channel ($K = 0$). The gain in performance is significant when $\rho > 0.6$. This means that the correlation between the channel taps needs to be strong in order to observe a difference between the optimal TS and the white TS.

In Figure 7, we display the MSE versus $\rho$ (for $K = 0$) when optimal training or white training are employed and when the parameters are assumed perfectly known. The gain in MSE obtained by selecting the best TS is very small. One can remark that the gap between the case of known parameters and that of unknown parameters is small as well. In fact, as we will see in the next figures, a little difference in the MSE may lead to an important gain in BER, which is the ultimate criterion.

In Figure 8, we plot the MSE versus SNR in a correlated Rayleigh channel environment. Once again, the gain is small whatever the SNR.

In Figure 9, we plot the BER versus SNR in a correlated Rayleigh channel environment. Unlike the MSE criterion, we observe a non-negligible gain between the white TS and the optimal TS. Consequently, in a correlated Rayleigh environment, it is worth performing an optimization of the TS at the transmitter.

**VI. CONCLUSION**

In this paper, we develop a new method to design optimum training sequences which efficiently account for the errors due to channel and carrier frequency offset estimation. This method is based on the minimization of the mean square error on data estimation at the output of the Wiener-type equalizer averaged over the channel statistics. The obtained
criterion is simplified by invoking an asymptotic regime. Then we prove that the criterion is convex which enables us to find numerically the optimal training sequence. Closed-form solutions are obtained in the case of channels with high Ricean factors. Simulations show that the gain in bit error rate is can be significant in many scenarios.

**APPENDIX**

**A. Proof of Lemma 1**

We have that $\text{MSE}_n(t|\hat{h}, \hat{h}, \hat{f}) = \mathbb{E}[|z(n) - d(n - N_T)|^2 || t, \hat{h}, \hat{h}, \hat{f}]$ which can be easily decomposed as follows

$$\text{MSE}_n(t|\hat{h}, \hat{h}, \hat{f}) = \sigma_d^2 + \sum_{l,l'=-L_g}^{L_g} \hat{g}(l)\hat{g}(l')r_{y_c,y_c}(l' - l)$$

$$- 2\Re\left[ \sum_{l=-L_g}^{L_g} \hat{g}(l)r_{dy_c}(n, -l) \right]$$

(35)

where $r_{y_c,y_c}(\tau) = \mathbb{E}[y_c(n + \tau)y_c(n)]$ and $r_{dy_c}(n, \tau) = \mathbb{E}[y_c(n + \tau)d(n - N_T)]$. Thanks to Eq. (3), one can prove that

$$r_{y_c,y_c}(\tau) = \sigma_d^2 \sum_{k=0}^{L_h} h(k + \tau)\overline{h(k)}e^{2i\pi f\tau} + \sigma^2 \delta(\tau)$$

$$= \sigma_d^2 \int_0^1 |H(\nu)|^2 e^{2i\pi (\nu + \Delta f)\tau} d\nu + \sigma^2 \delta(\tau)$$

We also remark that

$$r_{dy_c}(n, \tau) = \sigma_d^2 h(\tau)e^{2i\pi f(n+\tau)}.$$

The second term of the RHS of Eq. (35) can then be simplified as follows

$$\sum_{l,l'=-L_g}^{L_g} \hat{g}(l)\overline{\hat{g}(l')}r_{y_c,y_c}(l' - l) = \sigma_d^2 \int_0^1 |H(\nu)|^2 |\hat{G}(\nu + \Delta f)|^2 d\nu$$

$$+ \sigma^2 \int_0^1 |\hat{G}(\nu)|^2 d\nu$$

and

$$\sum_{l=-L_g}^{L_g} \hat{g}(l)r_{dy_c}(n, -l) = \sigma_d^2 \int_0^1 |\hat{G}(\nu)|^2 d\nu$$

Fig. 6. “Normalized” Frequency CRB versus $\rho$ (for SNR=20dB and $K=0$)

Fig. 7. MSE versus $\rho$ (for SNR=20dB and $K=0$)

Fig. 8. MSE versus SNR (for $K=0$ and $\rho=0.95$)

Fig. 9. BER versus SNR (for $K=0$ and $\rho=0.95$)
By similar algebraic manipulations, we obtain
\[
\sum_{l=-L_y}^{L_y} \hat{g}(l)r_d(n_l-l) = \sigma_d^2 e^{2\pi i \Delta f n} \sum_{l=-L_y}^{L_y} \hat{g}(l)h(-l)e^{-2\pi i \Delta f l}
\]
plugging both previous equations into Eq. (35) and using the fact that
\[
\text{MSE}(t\|\hat{h}, \hat{f}) = \frac{1}{N_D} \sum_{n=N_T}^{N_T+N_T-1} \text{MSE}(t\|\hat{h}, \hat{f})
\]
conclude the proof.

B. Proof of Lemma 2

We assume that the Wiener filter length, denoted by $L_y$, is large and of the same order as the filter length $L$. Since $L$ is assumed to be negligible with respect to $N_T$, we get $L_y \Delta f \ll 1$ when $N_T$ is large. This implies that
\[
(G + \Delta G)(\nu + \Delta f) = G(\nu) + \Delta G(\nu) + o_p(1/N_T)
\]  
(36)
Recall that
\[
\text{MSE}(t\|\hat{h}, \hat{f}) = A + B + C
\]
where $A$, $B$, and $C$ are the first, the second and the third row of the RHS of the equation provided in lemma 1 respectively. Using Eqs.(5) and (36) leads to
\[
A = \sigma_d^2 + \sigma^2 \int_0^1 |G(\nu)|^2 d\nu + \sigma^2 \int_0^1 |\Delta G(\nu)|^2 d\nu + o_p(1/N_T)
\]
\[
B = \sigma_d^2 \int_0^1 |H(\nu)|^2 |G(\nu)|^2 d\nu + \sigma^2 \int_0^1 |H(\nu)|^2 |\Delta G(\nu)|^2 d\nu + o_p(1/N_T)
\]
and
\[
C = -2\sigma_d^2 \text{Re} \left[ \int_0^1 G(\nu) H(\nu) G(\nu) d\nu \right] + 2\sigma_d^2 \pi (2 + \alpha) N_T \int i \int_0^1 \Delta G(\nu) \Delta f H(\nu) d\nu d\nu + 4\sigma_d^2 \pi^2 (1 + \alpha \alpha^2 / 3) N_T^2 \text{Re} \left[ \int_0^1 G(\nu) (\nu) \Delta f H(\nu) d\nu \right] + o_p(1/N_T)
\]
where "one order term" is a sum of one-order monomials associated with variables $\Delta f$ or $\Delta g$. By averaging $A$, $B$, and $C$ over the channel estimation error and the carrier frequency error, the "one-order term" vanishes when $N_T$ is large since the ML estimators are asymptotically unbiased. The remaining terms lead to the following expressions.
\[
e_0 = \sigma_d^2 + \int_0^1 (\sigma_d^2 |H(\nu)|^2 + \sigma^2 |G(\nu)|^2) d\nu - 2\sigma_d^2 \text{Re} \left[ \int_0^1 H(\nu) G(\nu) d\nu \right]
\]
\[
e_1 = \int_0^1 (\sigma_d^2 |H(\nu)|^2 + \sigma^2 \gamma_{g,g}(\nu) d\nu
\]
\[
e_2 = 2\sigma_d^2 (2 + \alpha) \pi N_T \int \int_0^1 (G(\nu) H(\nu) d\nu
\]
\[
e_3 = 4\sigma_d^2 \sigma^2 (1 + \alpha \alpha^2 / 3) N_T^2 \text{Re} \left[ \int_0^1 G(\nu) (\nu) \Delta f H(\nu) d\nu \right]
\]
where $\gamma_{g,g}(\nu)$, $\gamma_{g,f}(\nu)$ are defined similarly to Eq. (6) and Eq. (8).

Our aim now is to express the error on the Wiener filter as a function of the error on the channel filter. Under the assumption of large Wiener filter length, it is well known that
\[
G(\nu) = \frac{\sigma_d^2 H(\nu)}{\sigma_d^2 |H(\nu)|^2 + \sigma^2}
\]
Differentiating previous expression leads to
\[
\Delta G(\nu) = -\frac{\sigma_d^2 H(\nu) \Delta H(\nu) + \sigma_d^2 \sigma^2 \Delta H(\nu)}{(\sigma_d^2 |H(\nu)|^2 + \sigma^2)^2}
\]
Then we have that
\[
\gamma_{g,g}(\nu) = \frac{(\sigma_d^2 |H(\nu)|^2 + \sigma^2 \alpha^2) \gamma_{h,h}(\nu)}{(\sigma_d^2 |H(\nu)|^2 + \sigma^2)^4} - 2\text{Re} \left[ \frac{\sigma_d^2 \sigma^2 \Delta H(\nu) \gamma_{h,h}(\nu)}{(\sigma_d^2 |H(\nu)|^2 + \sigma^2)^2} \right]
\]
\[
\gamma_{g,f}(\nu) = \frac{\sigma_d^2 \sigma^2 \gamma_{h,f}(\nu) - (\sigma_d^2 |H(\nu)|^2 + \sigma^2)^2}{(\sigma_d^2 |H(\nu)|^2 + \sigma^2)^2}
\]
which leads to the expressions given in the lemma.

C. Proof of Theorem 1

First of all, we write $h^H R_x h$ as a linear combination of non-central chi-square distributions. Let
\[
x_d = 1^{1/2} \sqrt{\frac{K}{K+1}} h_d \text{ and } x_r = 1^{1/2} \sqrt{\frac{1}{K+1}} h_r
\]
Let $R_x = \mathbb{E} [x_r x_r^H]$ be the autocorrelation matrix of $x_r$. The matrix can be diagonalized as follows
\[
R_x = \Lambda U U^H
\]
where $U$ is a unitary matrix made of the eigenvectors of $R_x$ and where $\Lambda = \text{diag}(\lambda_1, \cdots, \lambda_L)$ with $\lambda_k$ being the $k^{th}$ eigenvalue of $R_x$. Let $\hat{x}_d$ and $\hat{x}_r$ be the following vectors
\[
\hat{x}_d = \Lambda^{-1/2} U^H x_d \text{ and } \hat{x}_r = \Lambda^{-1/2} U^H x_r
\]
where $\hat{x}_d$ is a deterministic vector whereas $\hat{x}_r$ is a circularly Gaussian distributed vector with zero-mean and unit-variance. Then we get
\[
\xi = h^H R_x h = \sum_{k=1}^L \lambda_k |\hat{x}_d(k) + \hat{x}_r(k)|^2
\]
where $\tilde{x}_d(k)$ and $\tilde{x}_r(k)$ are the $k^{th}$ component of $\tilde{x}_d$ and $\tilde{x}_r$, respectively.

Secondly, it is well known ([8] and references therein) that a weighted sum of non-central chi-square distribution of two degrees of freedom can be well approximated by a central Gamma distribution. Let $P_C(t)$ be a Gamma distribution with standard parameters $(p_1, p_2)$. Then we get

$$P_C(t) = \frac{t^{p_2-1}e^{-p_1t}}{\Gamma(p_2)} t \geq 0$$

Notice that the mean (resp. variance) of a Gamma distribution is given by $p_2/p_1$ (resp. $p_2^2/p_1^2$). When $L$ is large enough, the distribution of the random variable $\xi$ is close to the Gamma distribution of parameters $(p_1, p_2)$ given by

$$p_2/p_1 = \mathbb{E}[\xi]$$

$$p_2/p_1^2 = \mathbb{E}[(\xi - \mathbb{E}[\xi])^2]$$

After straightforward but tedious algebraic manipulations, we obtain

$$p_1 = \frac{\sum_{k=1}^{L} \lambda_k (1 + |\tilde{x}_d(k)|^2)}{\sum_{k=1}^{L} \lambda_k^2 (1 + 2|\tilde{x}_d(k)|^2)}$$

$$p_2 = \ell_1 \sum_{k=1}^{L} \lambda_k (1 + |\tilde{x}_d(k)|^2)$$

(39)

(40)

Thirdly, it remains to evaluate the expectation of $1/\xi$ when $\xi$ is assumed to be Gamma distributed. One can easily check that

$$\mathbb{E}
[1/\xi] = \int_0^{\infty} \frac{1}{t} P_C(t) dt = \frac{p_1}{p_2 - 1}$$

Finally, we need to evaluate $p_1$ and $p_2$ with respect to the channel statistics $(K, h_d, \Sigma)$ and the training correlation matrix $R_t$. Towards this objective, recall that

$$\tilde{x}_d = \Lambda^{-1/2} U^H R_t^{1/2} \sqrt{\frac{K}{K+1}} h_d$$

which implies that

$$\sum_{k=1}^{L} \lambda_k |\tilde{x}_d(k)|^2 = \frac{K}{K+1} h_d^H R_t h_d$$

and

$$\sum_{k=1}^{L} \lambda_k^2 |\tilde{x}_d(k)|^2 = \frac{K}{(K+1)^2} h_d^H R_t \Sigma R_t h_d.$$}

As $\Lambda$ represents the diagonal matrix whose elements are the eigenvalues of $R_x$, we have

$$\sum_{k=1}^{L} \lambda_k = \text{Tr}(R_x) = \frac{1}{K+1} \text{Tr}(R_t \Sigma)$$

and

$$\sum_{k=1}^{L} \lambda_k^2 = \text{Tr}(R_x^2) = \frac{1}{(K+1)^2} \text{Tr}(R_t \Sigma R_t \Sigma)$$

which concludes the proof by setting $\ell_1 = (K+1)p_2/p_1$ and $\ell_2 = (K+1)^2 p_2/p_1^2$.

**D. Proof of Theorem 2**

Since $s_t$ is positive or null, the function $\lambda_t \mapsto s_t/\lambda_t$ is convex when $\lambda_t$ is positive. As a sum of convex functions is convex, we have that $\lambda \mapsto J_h(\lambda)$ is convex if all the components of $\lambda$ are positive.

Instead of proving directly the convexity of $J_f(\lambda)$, we will prove the convexity of $\phi(\lambda) = -(K+1)/J_f(\lambda)$, because it is easier. As $J_f$ is positive by construction whatever the matrix $R_t$ and as the inverse function is also convex, the convexity of $\phi$ implies the convexity of $J_f$. Therefore we now concentrate on $\lambda \mapsto \phi(\lambda)$ which can be written as follows

$$\phi(\lambda) = \sum_{k,l=1}^{L} \lambda_k \lambda_l b_{kl} c_{lk} - \sum_{l=1}^{L} \lambda_l a_{tl}$$

We now calculate the Hessian matrix of $\phi$, which is defined as follows

$$\mathcal{H} = \left[ \frac{\partial^2 \phi}{\partial \lambda_m \partial \lambda_n} \right]_{m,n=1,\ldots,L}$$

One can find that

$$\frac{\partial \phi}{\partial \lambda_m} = 2\sum_{k=1}^{L} \lambda_k (b_{km} c_{mk} + b_{mk} c_{km})$$

$$- \sum_{l=1}^{L} \lambda_l a_{tl}$$

Then we have that

$$\frac{\partial^2 \phi}{\partial \lambda_m \partial \lambda_n} = \frac{1}{S} \left[ b_{mn} a_{mn} + b_{mn} c_{mn} \right]$$

$$- \frac{1}{S^2} \left[ 2b_{mn} c_{mn} a_{mn} \lambda_m + 2b_{mn} c_{mn} a_{mn} \lambda_n \right. + a_{mn} \sum_{k=1}^{L} \lambda_k (b_{km} c_{mk} + b_{mk} c_{km})$$

$$+ \left. a_{nn} \sum_{k=1}^{L} \lambda_k (b_{km} c_{mk} + b_{mk} c_{mk}) \right]$$

$$+ \frac{1}{S^3} \left[ 2a_{mn} c_{mn} \sum_{k=1}^{L} \lambda_k b_{k} c_{lk} \right]$$

with $S = \sum_{l=1}^{L} \lambda_l a_{tl}$.

To prove convexity, we need to prove that the Hessian matrix $\mathcal{H}$ is positive. Therefore we focus on the following term

$$c = \frac{S}{2} x^T \mathcal{H} x$$

where $x = [x_1, \cdots, x_L]^T$ is a real-valued vector of length $L$.

After straightforward but tedious derivations, we obtain

$$c = \sum_{k,l=1}^{L} x_k b_{kl} c_{lk} x_l$$

$$- \left[ \sum_{k,l=1}^{L} \lambda_k (b_{kl} c_{lk} + b_{lk} c_{kl}) x_l \right] \left[ \sum_{l=1}^{L} a_{ll} x_l \right]$$

$$+ \frac{\left[ \sum_{k,l=1}^{L} \lambda_k b_{k} c_{lk} \lambda_l \right]}{S^2} \left[ \sum_{l=1}^{L} a_{ll} x_l \right]^2$$

$$- \left[ \sum_{k,l=1}^{L} \lambda_k (b_{kl} c_{lk} + b_{lk} c_{kl}) x_l \right] \left[ \sum_{l=1}^{L} a_{ll} x_l \right]$$

$$+ \frac{\left[ \sum_{k,l=1}^{L} \lambda_k b_{k} c_{lk} \lambda_l \right]}{S^2} \left[ \sum_{l=1}^{L} a_{ll} x_l \right]^2$$
Let \( T = B \odot C^T \) where \( \odot \) stands for the term-by-term Hadamard product. Since \( B \) and \( C \) are hermitian positive, \( T \) is hermitian positive as well \cite{15}. As a consequence, we can apply the following Schwarz inequality as follows

\[
|\lambda^T T x|^2 \leq (\lambda^T T \lambda)(x^T T x)
\]

which is equivalent to

\[
\left| \sum_{k,l=1}^{L} \lambda_k b_{kl} c_{lk} x_l \right| \leq \sqrt{\sum_{k,l=1}^{L} \lambda_k b_{kl} c_{lk} \lambda_l} \sqrt{\sum_{k,l=1}^{L} x_k b_{kl} c_{lk} x_l}
\]

Thus we have

\[
e \geq \sum_{k,l=1}^{L} x_k b_{kl} c_{lk} x_l - 2 \sqrt{\sum_{k,l=1}^{L} \lambda_k b_{kl} c_{lk} \lambda_l} \sqrt{\sum_{i=1}^{L} a_i |x_i|} S + \frac{(\sum_{k,l=1}^{L} \lambda_k b_{kl} c_{lk} \lambda_l) (\sum_{i=1}^{L} a_i |x_i|)^2}{S^2} \sum_{k,l=1}^{L} x_k b_{kl} c_{lk} x_l - \sqrt{\sum_{k,l=1}^{L} \lambda_k b_{kl} c_{lk} \lambda_l} \sqrt{\sum_{i=1}^{L} a_i |x_i|} S
\]

which concludes the proof.

### E. Proof of Theorem 3

The function \( J_d(\lambda) \) is convex since i) the inverse function is convex, ii) the composition of a convex function and an affine function is convex, and iii) the sum of convex functions is convex.

We define the Lagrange function as follows

\[
\mathcal{L}(\lambda, \mu_1) = \frac{1}{N} \sum_{n=1}^{N} \alpha_n \lambda_n + \beta \frac{1}{N} \sum_{n=1}^{N} \beta_n \lambda_n + \mu_1 \left( \frac{1}{N} \sum_{n=1}^{N} \lambda_n - P \right)
\]

Thanks to the KKT condition, we have that

\[
\frac{\partial \mathcal{L}}{\partial \lambda_m} = \frac{-\alpha_m}{N \lambda_m^2} \sum_{n=1}^{N} \beta_n \lambda_n + \beta N \frac{\beta_m}{\left( \sum_{n=1}^{N} \beta_n \lambda_n \right)^2} + \frac{1}{N} \mu_1 \quad (= 0)
\]

thus

\[
\mu_1 = \frac{\alpha_m}{N \lambda_m} + \beta N \frac{\beta_m}{\left( \sum_{n=1}^{N} \beta_n \lambda_n \right)^2}
\]

Let \( \mu_2 = (\sum_{n=1}^{N} \beta_n \lambda_n)^2 \) and \( \mu_3 = \mu_1 \mu_2 \). We obtain

\[
\lambda_m = \sqrt{\mu_2} \sqrt{\frac{\alpha_m}{\mu_3 - \beta N \beta_m}}
\]

As \( \frac{1}{N} \sum_{n=1}^{N} \lambda_n = P \) and by setting \( \mu = \mu_3/(\beta N^2) \), we have that

\[
\lambda_m = \frac{\sqrt{\alpha_m}}{\sqrt{\sum_{n=1}^{N} \frac{\alpha_n}{\mu - \beta_n}}}
\]

As \( \sqrt{\mu_2} \) is also equal to \( \sum_{n=1}^{N} \beta_n \lambda_n \), it is easy to prove that

\[
\frac{1}{N} \sum_{n=1}^{N} \beta_n \sqrt{\frac{\alpha_n}{\mu - \beta_n}} = \sqrt{\mu_2}
\]

which concludes the proof.
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