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Abstract

Cluster validity indexes have been used to evaluate the fitness of partitions produced by clustering algorithms. This paper presents a new validity index for fuzzy clustering called a partition coefficient and exponential separation (PCAES) index. It uses the factors from a normalized partition coefficient and an exponential separation measure for each cluster and then pools these two factors to create the PCAES validity index. Considerations involving the compactness and separation measures for each cluster provide different cluster validity merits. In this paper, we also discuss the problem that the validity indexes face in a noisy environment. The efficiency of the proposed PCAES index is compared with several popular validity indexes. More information about these indexes is acquired in series of numerical comparisons and also three real data sets of Iris, Glass and Vowel. The results of comparative study show that the proposed PCAES index has high ability in producing a good cluster number estimate and in addition, it provides a new point of view for cluster validity in a noisy environment.
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1. Introduction

Cluster analysis is a method for clustering a data set into groups of similar characteristics. It is an approach to unsupervised learning and also one of the major techniques in pattern recognition. The conventional (hard) clustering methods re-

strict each point of the data set to exactly one cluster. Since Zadeh (1965) proposed fuzzy sets that produced the idea of allowing to have membership functions to all clusters, fuzzy clustering has been widely studied and applied in a variety of substantive areas (Bezdek, 1981; Höppner et al., 1999; Yang, 1993; Baraldi and Blonda, 1999a,b).

In the fuzzy clustering literature, the fuzzy c-means (FCM) clustering algorithm and its variation are the most well-known and used methods (Bezdek, 1981; Höppner et al., 1999; Yang,
However, it is necessary to preassume the number \( c \) of clusters for these fuzzy clustering algorithms. In general, the number \( c \) is unknown. The problem for finding an optimal \( c \) is usually called cluster validity (Bezdek, 1974a,b). The issue of cluster validity methods is a broad one. In this paper we focus on the cluster validity of fuzzy partitions. The objective is to find optimal \( c \) clusters that can validate the best description of the data structure. Each of these optimal \( c \) clusters should be compact and separated from other clusters.

The first proposed fuzzy cluster validity functions associated with FCM are the partition coefficient (PC) and partition entropy (PE) (Bezdek, 1974a,b). Dave (1996) proposed a modified partition coefficient (MPC) index by changing its range to the interval \([0,1]\). The MPC index behaves like the fuzzy set decomposition of Backer and Jain (1981). Above indexes have the disadvantage of lack for the connection to the geometrical structure of data. The separation coefficient proposed by Gunderson (1978) was the first validity index that explicitly takes into account the data geometrical properties. Indexes in this class include the XB index proposed by Xie and Beni (1991), FS index proposed by Fukuyama and Sugeno (1989), SC index proposed by Zahid et al. (1999), the fuzzy hypervolume (FHV) and partition density (PD) indexes proposed by Gath and Geva (1989).

Once the partition is obtained by a clustering method, the validity function can help us to validate whether it accurately presents the data structure or not. We know that there are broadly extended types of FCM in the literature, such as Gustafson and Kessel (1979), Krishnapuram and Kim (1999), Bezdek et al. (1981a,b), Dave (1992), Gath and Geva (1989), Wu and Yang (2002), Yu and Yang (accepted for publication), etc. However, validity indexes are considered to be independent of clustering algorithms. Most clustering algorithms, such as mentioned above, can generate fuzzy partitions and cluster centers for a given data set. Thus, we only consider the standard FCM clustering algorithm for all validity indexes.

In this paper, we present a new validity index for fuzzy clustering called a partition coefficient and exponential separation (PCAES) index. It uses the factors from a normalized partition coefficient and an exponential separation measure for each cluster and then pools these two factors to create the PCAES validity index. We also discuss the case that validity indexes face in a noisy environment. Most validity indexes measure the degree of compactness and separation for the data structure in all of \( c \) clusters and then finds an optimal \( c \) that each one of these optimal \( c \) clusters is compact and separated from other clusters. If the data set contains some noisy points that may be far away from other clustered points, it can be visualized that validity indexes will take the noisy point into a compact and separated points. However, the proposed new validity measure can give another point of view in this noisy environment. For each identified cluster, we can measure the potential for the cluster to be a well identified cluster. Under this criterion, a noisy point will not have enough potential to be a cluster. This consideration has a different merit from most cluster validity indexes. The merit of the proposed validity index is not only to find an optimal cluster number estimate and also to provide more information about the data structure in a noisy environment.

The remainder of this paper is organized as follows. In Section 2, we review fuzzy clustering algorithms with several popular validity indexes. A new cluster validity index is then proposed for fuzzy clustering in Section 3. The proposed index is created by considering the compactness and separation measures for each cluster and also the data structure. Section 4 presents some numerical examples with the comparisons. In Section 5, we use three real data sets of Iris, Glass and Vowel to have more comparisons. Many interesting phenomena can be found in these comparison results. Conclusions are drawn in Section 6.

### 2. Some validity indexes for fuzzy clustering

Since Zadeh (1965) introduced the concept of fuzzy sets, a great deal of research on fuzzy clustering has been conducted. In the literature on fuzzy clustering, the fuzzy \( c \)-means (FCM) is the best-known fuzzy clustering method. Let \( X = \{x_1, \ldots, x_n\} \) be a data set in an \( s \)-dimensional Euclidean space \( \mathbb{R}^s \) with its ordinary Euclidean
norm \(|\cdot|\) and let \(c\) be a positive integer larger than one. A partition of \(X\) into \(c\) clusters can be presented using mutually disjoint sets \(X_1, \ldots, X_c\) such that \(X_1 \cup \cdots \cup X_c = X\) or equivalently by the indicator functions \(\mu_1, \ldots, \mu_c\) such that \(\mu_i(x) = 1\) if \(x \in X_i\) and \(\mu_i(x) = 0\) if \(x \not\in X_i\) for all \(i = 1, \ldots, c\). The set of indicator functions \(\{\mu_1, \ldots, \mu_c\}\) is called a hard \(c\)-partition of \(X\) into \(c\) clusters. Consider an extension to allow \(\mu_i(x)\) to be membership functions of fuzzy sets \(\mu_i\) on \(X\) assuming values in the interval \([0, 1]\) such that \(\sum_{i=1}^{c} \mu_i(x) = 1\) for all \(x \in X\). In this case, \(\{\mu_1, \ldots, \mu_c\}\) is called a fuzzy \(c\)-partition of \(X\).

The FCM clustering is an iterative algorithm using the necessary conditions for a minimizer of the objective function \(J_m\) with

\[
J_m(\mu, a) = \sum_{i=1}^{c} \sum_{j=1}^{n} \mu_i^m \|x_j - a_i\|^2, \quad m > 1
\]

where \(\{\mu_1, \ldots, \mu_c\}\) with \(\mu_j = \mu_j(x)\) is a fuzzy \(c\)-partition and \(\{a_1, \ldots, a_c\}\) is the set of \(c\) cluster centers. The weighting exponent \(m\) is called the fuzzifier which can have influence on the clustering performance of FCM (Cannon et al., 1986; Pal and Bezdek, 1995; Yu et al., 2004).

The validity function can help us to validate whether it accurately presents the data structure or not, when the partition is obtained by a clustering method. In the fuzzy clustering literature, the FCM algorithm is the best known which has many generalization types. Say for examples, Gustafsson and Kessel (1979) and Krishnapuram and Kim (1999) generalized FCM with a fuzzy covariance matrix for improving the ability to detect different cluster shapes (especially for hyperellipsoidal shapes) in the data set. Bezdek et al. (1981a,b) presented a variety of FCM to detect non-hyperellipsoidal shaped substructure with fuzzy \(c\)-varieties. Dave (1992) proposed a fuzzy \(c\)-shells method for detecting shell cluster shapes, especially for circular and elliptical curve boundaries. Gath and Geva (1989) and Wu and Yang (2002) had used an exponential-type distance to have the clustering results more robust. Recently, Yu and Yang (accepted for publication) had considered a broad type of generalized FCM. However, validity indexes are considered to be independent of clustering algorithms. Most clustering algorithms, such as mentioned above, can generate fuzzy partitions and cluster centers for a given data set. Because we are focusing on the performance of validity indexes, not for clustering algorithms, we only consider the standard FCM clustering algorithm for all validity indexes.

After a fuzzy \(c\)-partition \(\{\mu_1, \ldots, \mu_c\}\) is provided by a fuzzy clustering algorithm such as FCM, we may ask whether it accurately presents the data structure or not. This is a cluster validity problem. Since most of fuzzy clustering methods need to preassume the number \(c\) of clusters, a validity criterion for finding an optimal \(c\) which can completely describe the data structure becomes the most studied topic in cluster validity. Several popular validity indexes are reviewed as follows.

(a) The first validity index associated with FCM was the partition coefficient (Bezdek, 1981; Trauwaert, 1988) defined by

\[
PC(c) = \frac{1}{n} \sum_{i=1}^{c} \sum_{j=1}^{n} \mu_{ij}^2
\]

where \(\mu_{ij} = \mu_j(x)\). In general, we find an optimal cluster number \(c^*\) by solving \(\max_{2 \leq c \leq n-1} PC(c)\) to produce a best clustering performance for the data set \(X\).

(b) The partition entropy (Bezdek, 1974a,b) was defined by

\[
PE(c) = -\frac{1}{n} \sum_{i=1}^{c} \sum_{j=1}^{n} \mu_{ij} \log_2 \mu_{ij}
\]

where \(0 \leq PE(c) \leq \log_2 c\). In general, we find an optimal \(c^*\) by solving \(\min_{2 \leq c \leq n-1} PE(c)\) to produce a best clustering performance for the data set \(X\).

(c) Both PC and PE possess monotonic evolution tendency with \(c\). Modification of the PC index proposed by Dave (1996) can reduce the monotonic tendency and was defined by

\[
MPC(c) = 1 - \frac{c}{c - 1} (1 - PC(c))
\]

where \(0 \leq MPC(c) \leq 1\). Note that the MPC index is equivalent to the non-fuzziness index (NFI) (Robubens, 1978). In general, an optimal cluster number \(c^*\) is found by solving \(\max_{2 \leq c \leq n-1} MPC(c)\) to produce a best clustering performance for the data set \(X\).
Above indexes use only fuzzy memberships. This may be lack for the connection to the geometrical structure of data. The following indexes simultaneously take into account fuzzy memberships and the data structure. Some existing indexes in this class are briefly reviewed as follows.

(d) A validity function proposed by Fukuyama and Sugeno (1989) was defined by

\[
FS(c) = \sum_{i=1}^{c} \sum_{j=1}^{n} \mu_{ij}^m ||x_j - a_i||^2 \\
- \sum_{i=1}^{c} \sum_{j=1}^{n} \mu_{ij}^m ||a_i - \bar{a}||^2 \\
= J_m(\mu, a) + K_m(\mu, a)
\]

where \( \bar{a} = \sum_{i=1}^{c} a_i/c \). \( J_m(\mu, a) \) is the FCM objective function which measures the compactness and \( K_m(\mu, a) \) measures the separation. In general, an optimal \( c^* \) is found by solving \( \max_{2 \leq c \leq n-1} FS(c) \) to produce a best clustering performance for the data set \( X \).

(e) A validity function proposed by Xie and Beni (1991) with \( m = 2 \) and modified by Pal and Bezdek (1995) was defined by

\[
XB(c) = \sum_{i=1}^{c} \sum_{j=1}^{n} \mu_{ij}^m ||x_j - a_i||^2 / \min_{j \neq i} ||a_i - a_j||^2 \\
= J_m(\mu, a)/n \text{ Sep}(\bar{a})
\]

\( J_m(\mu, a) \) is a compactness measure and \( \text{Sep}(\bar{a}) \) is a separation measure. In general, an optimal \( c^* \) is found by solving \( \max_{2 \leq c \leq n-1} XB(c) \) to produce a best clustering performance for the data set \( X \).

(f) A validity function proposed by Zahid et al. (1999) was defined by

\[
SC(c) = SC_1(c) - SC_2(c)
\]

where

\[
SC_1(c) = \frac{\sum_{i=1}^{c} ||a_i - \bar{a}||^2 / c}{\sum_{i=1}^{c} \left( \sum_{j=1}^{n} (\mu_{ij}^m) ||x_j - a_i||^2 / \sum_{j=1}^{n} \mu_{ij}^m \right)}
\]

and

\[
SC_2(c) = \frac{\sum_{j=1}^{n} \left( \sum_{i=1}^{c} \min(\mu_{ij}, \mu_{ij}) \right)^2 / \sum_{j=1}^{n} \min(\mu_{ij}, \mu_{ij})}{\sum_{j=1}^{n} \left( \max_{i \leq c, \mu_{ij}} \mu_{ij} \right)^2 / \sum_{j=1}^{n} \max_{i \leq c, \mu_{ij}} \mu_{ij}}
\]

Both \( SC_1 \) and \( SC_2 \) measure the ratio of separation and compactness. \( SC_1 \) considers the geometrical properties of the data structure and membership functions. \( SC_2 \) considers only the fuzzy memberships. In general, we find an optimal \( c^* \) by solving \( \min_{2 \leq c \leq n-1} SC(c) \) to produce a best clustering performance for the data set \( X \).

(g) The fuzzy hypervolume (FHV) validity function proposed by Gath and Geva (1989) was defined by

\[
FHV(c) = \sum_{i=1}^{c} \left| \text{det}(F_i) \right|^{1/2}
\]

where

\[
F_i = \frac{\sum_{j=1}^{n} (\mu_{ij})^m (x_j - a_j)(x_j - a_j)^T}{\sum_{j=1}^{n} (\mu_{ij})^m}
\]

The matrix \( F_i \) denotes the fuzzy covariance matrix of cluster \( i \). A fuzzy partition can be expected to have a low \( FHV(c) \) value if the partition is tight. An extremum for this index would ideally indicate a good partition. Thus, we find an optimal \( c^* \) by solving \( \min_{2 \leq c \leq n-1} FHV(c) \) to produce a best clustering performance for the data set \( X \).

These indexes are either the most cited or newly proposed validity indexes for fuzzy clustering. These indexes have a common objective for finding a good estimate of a cluster number \( c \) so that each one of \( c \) clusters is compact and separated from other clusters. If the data set contains some noisy points, it can be visualized that validity indexes will take each noisy point into a compact and separated cluster. In next section, we propose a new validity index to have another point of view from these indexes. For each identified cluster, we measure the potential to see whether the identified cluster has ability to be a good cluster or not. Under this criterion, a noisy point will not have enough potential to be a cluster. Our new consideration can give an impressive result in a noisy environment. The efficiency of the proposed index will be compared with these validity indexes in series of numerical and real data sets in Sections 4 and 5.

3. The proposed validity index for fuzzy clustering

We now propose a new validity index for fuzzy clustering. Let \( X = \{x_1, \ldots, x_n\} \) be a data set in \( \mathbb{R}^n \).
Assume that \( \mu = \{ \mu_1, \ldots, \mu_c \} \) is a fuzzy \( c \)-partition based on a fuzzy clustering (e.g., FCM) algorithm. We consider two factors with a normalized partition coefficient and an exponential separation measure to validate each cluster. We then pool these two terms to create a new validity index, called a partition coefficient and exponential separation (PCAES) index. We first define the PCAES index for cluster \( i \) as

\[
\text{PCAES}_i = \sum_{j=1}^{n} \frac{\mu_{ij}^2}{\mu_M} - \exp \left( -\min_{k \neq i} \{ \| a_i - a_k \|^2 \} / \beta_T \right)
\]

(12)

where

\[
\mu_M = \min_{1 \leq i \leq c} \left( \sum_{j=1}^{n} \mu_{ij}^2 \right) \quad \text{and} \quad \beta_T = \frac{\sum_{i=1}^{n} \| a_i - \bar{a} \|^2}{c}
\]

(13)

We use the term of a normalized partition coefficient (NPC) with

\[
\sum_{j=1}^{n} \frac{\mu_{ij}^2}{\mu_M}
\]

(14)

to measure the compactness for the cluster \( i \) relative to the most compact cluster which has the compactness measure \( \mu_M \). This term is similar to the compactness measure for cluster \( i \) used in the PC index, where the measure is taken as an average, not as a relative value. The compactness value in (14) will belong to the interval \((0, 1]\).

The exponential-type separation measure for cluster \( i \) with

\[
\exp \left( -\min_{k \neq i} \{ \| a_i - a_k \|^2 \} / \beta_T \right)
\]

(15)

takes advantage of exponential function that measures the distance between cluster \( i \) and its closest cluster. This measure is similar to an exponential function of the separation measure \( \text{Sep}(a) \) in (6) defined by the XB index. Moreover, we consider it relative to \( \beta_T \) of the total average distance measure for all clusters. The total average distance measure of all clusters is similar to the separation measure \( K_{\mu,a}(\mu, a) \) in (5) defined by the FS index. We take the exponential function to make the separation measure in the interval \((0, 1]\) and also make the compactness (14) and separation (15) to have the same range (or degree) of measurement. Another motivation for taking the exponential function is that an exponential operation is highly useful in dealing with the classical Shannon entropy (Pal and Pal, 1991, 1992) and cluster analysis (Gath and Geva, 1989; Wu and Yang, 2002). Especially, Wu and Yang (2002) had claimed that an exponential-type distance gives robust property based on the influence function analysis.

Since the compactness and separation for each cluster are restricted on

\[
0 < \sum_{j=1}^{n} \frac{\mu_{ij}^2}{\mu_M} \leq 1
\]

(16)

and

\[
0 < \exp \left( -\min_{k \neq i} \{ \| a_i - a_k \|^2 \} / \beta_T \right) \leq 1
\]

(17)

we then have the boundary for PCAES, with

\[-1 < \text{PCAES}_i < 1 \quad \text{for all } i = 1, \ldots, c \]

(18)

We see that the proposed validity criterion PCAES, could detect each cluster with two measures from a normalized partition coefficient and an exponential separation. The large PCAES, value means that the cluster \( i \) is compact inside and separated from the other \((c-1)\) clusters. The small or negative value of PCAES, indicates that cluster \( i \) is not a well-identified cluster. Finally, the PCAES validity index is then defined as

\[
\text{PCAES}(c) = \sum_{i=1}^{c} \text{PCAES}_i
\]

\[
= \sum_{i=1}^{c} \sum_{j=1}^{n} \frac{\mu_{ij}^2}{\mu_M} - \sum_{i=1}^{c} \exp \left( -\min_{k \neq i} \{ \| a_i - a_k \|^2 \} / \beta_T \right)
\]

(19)

Obviously,

\[-c < \text{PCAES}(c) < c \]

(20)

In our validity index, we used PCAES, first to measure the compactness and separation for each cluster and then summed all PCAES, as PCAES(c).
to measure the compactness and separation for the data set. Thus, the total compactness of the data set is measured by the term

$$\sum_{i=1}^{c} \sum_{j=1}^{n} \frac{\mu_{ij}^2}{\mu}$$

(21)

which is the normalized PC index and the total separation of the data set is measured by the term

$$\sum_{i=1}^{n} \exp \left( -\min_{k \neq i} \left\{ \frac{\|a_i - a_k\|^2}{\beta} \right\} \right), \quad k = 1, \ldots, c$$

(22)

The large PCAES(c) value means that each of these c clusters is compact and separated from other clusters. The small PCAES(c) value means that some of these c clusters are not compact or separated from other clusters. The maximum of PCAES(c), with respect to c, could be used to detect the data structure with a compact partition and well-separated clusters. Thus, an optimal c* can be found by solving min_{2 \leq c \leq n} PCAES(c) to produce a best clustering performance for the data set X.

The consideration of normalizing the partition coefficient can give us a small PCAES_i value when cluster i contains only a few points and the index PCAES will be then relatively small. This gives us an alarm whether noisy points are taken into compact and separated clusters or not. This situation often occurs in real applications. Other indexes do not own this property. Comparisons will be made in Sections 4 and 5. Thus, using the proposed validity index not only gives us an optimal cluster number estimate, but also presents more information about the data structure.

Before we present numerical examples and comparisons in the next section, some comments for these validity indexes are made as follows.

1. Both PC and PE indexes consider only the compactness measurement for each cluster and for the data structure. They are obviously lack of the connection to the geometrical structure of data.

2. In FS, because \(\|a_i - \bar{a}\|^2\) is not a good separation measure for cluster i, the term \(\sum_{i=1}^{c} \sum_{j=1}^{n} \mu_{ij}^2 \|a_i - \bar{a}\|^2\) is not either good separation measure for the data structure. This is why FS may have some unexpected results in our numerical examples.

3. Although XB uses the FCM objective function to measure the compactness for each cluster and for the data structure, the used separation measure \(\min_{j} \|a_i - a_j\|^2\) is considered for all clusters, not for each cluster.

4. The SC index is the most complicated index of all validity indexes mentioned in this paper. We see that SC always defines the compactness and separation measures for the data structure, not for each cluster.

4. Numerical examples

In this section, some numerical examples are presented to compare the proposed PCAES index with the other seven indexes PC, PE, MPC, FS, XB, SC and FHV. We implemented the FCM clustering algorithm on each data set with the cluster number \(c = 2, \ldots, c_{\text{max}} \approx \sqrt{n}\).

Example 1. In this four-clusters data set, we show the view inside the PCAES operation. The results of the FCM algorithm for different cluster numbers with \(c = 2, 3, 4\) and 5 are shown in Fig. 1. The PCAES_i for each cluster can be found in Fig. 1. In Fig. 1(a), PCAES(c) = PCAES_1 + PCAES_2 = 1.9. In Fig. 1(b), PCAES(c) = 2.21. In Fig. 1(c), four clusters are well-clustered and have the maximum PCAES value. In Fig. 1(d), the fifth cluster is generated by splitting the second and fourth clusters and hence the PCAES_4 and PCAES_5 have negative values -0.0518 and -0.3660 respectively. This result indicates that the fourth and fifth clusters are neither compact inside nor separated from other clusters.

The results from other indexes for this data set are shown in Table 1. By optimizing the validity functions, most of indexes indicate that \(c^* = 4\) is an optimal cluster number estimate for this data set except PC, PE, FS and FHV. However, PC, FS and FHV also consider that \(c^* = 4\) may be a good cluster number estimate. Note that a validity function is a tool to discover the data structure and gives a good cluster number estimate.
Therefore, graphing the validity function may give us more information. In Fig. 2, the charts are used to describe the validity indexes for this data set. Overall, they give us that $c^* = 4$ is a good cluster number estimate which actually matches the structure of the data set shown in Fig. 1.

**Example 2.** In Fig. 3(a), we give a data set made up of four clusters with some bridge points. Intuitively, $c = 4$ is suitable for the data set. We then move the four clusters close together from Fig. 3(a) to form Fig. 3(b). The results from the validity indexes for these two data sets are shown in Table 2. The estimated cluster numbers by the validity indexes are shown on the top of figures in Fig. 3. For the data set in Fig. 3(a), all indexes produce the expected results with $c^* = 4$ except the PE index. However, the PE index indicates that $c^* = 4$ may be another good cluster number estimate from Table 2. When the bridge points are closed to be connected as shown in Fig. 3(b), XB and SC indexes take the bridge

---

**Table 1**

Values of validity indexes in Fig. 1

<table>
<thead>
<tr>
<th>$c$</th>
<th>PC</th>
<th>PE</th>
<th>MPC</th>
<th>FS</th>
<th>XB</th>
<th>SC</th>
<th>FHV</th>
<th>PCAES</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.752</td>
<td>0.386</td>
<td>0.504</td>
<td>0.206</td>
<td>0.197</td>
<td>0.239</td>
<td>0.1024</td>
<td>1.904</td>
</tr>
<tr>
<td>3</td>
<td>0.715</td>
<td>0.522</td>
<td>0.572</td>
<td>−3.759</td>
<td>0.107</td>
<td>0.601</td>
<td>0.0799</td>
<td>2.210</td>
</tr>
<tr>
<td>4</td>
<td>0.749</td>
<td>0.529</td>
<td>0.665</td>
<td>−6.560</td>
<td>0.067</td>
<td>1.831</td>
<td>0.0550</td>
<td>2.590</td>
</tr>
<tr>
<td>5</td>
<td>0.667</td>
<td>0.702</td>
<td>0.584</td>
<td>−5.995</td>
<td>0.234</td>
<td>1.129</td>
<td>0.0542</td>
<td>1.542</td>
</tr>
<tr>
<td>6</td>
<td>0.627</td>
<td>0.800</td>
<td>0.552</td>
<td>−6.038</td>
<td>0.305</td>
<td>0.889</td>
<td>0.0547</td>
<td>−0.166</td>
</tr>
<tr>
<td>7</td>
<td>0.637</td>
<td>0.790</td>
<td>0.576</td>
<td>−6.993</td>
<td>0.229</td>
<td>1.413</td>
<td>0.0515</td>
<td>−0.398</td>
</tr>
<tr>
<td>8</td>
<td>0.622</td>
<td>0.841</td>
<td>0.568</td>
<td>−6.804</td>
<td>0.178</td>
<td>1.168</td>
<td>0.0513</td>
<td>−0.305</td>
</tr>
</tbody>
</table>

---

Fig. 1. Clustering results and PCAES values with different cluster number $c$. (a) $c = 2$, PCAES($c$) = 1.9042872, (b) $c = 3$, PCAES($c$) = 2.2098534, (c) $c = 4$, PCAES($c$) = 2.5899803, (d) $c = 5$, PCAES($c$) = 1.5421018.
points into a compact and separated cluster with an optimal cluster number estimate $c^* = 5$. PC and PE indicate that $c^* = 2$ is the best cluster number estimate. FS and FHV indexes give the optimal
cluster number $c^* = 7$ and 8, respectively. We find that both MPC and PCAES indexes give an optimal cluster number $c^* = 4$. According to the index values shown in Table 2, PC, XB and SC give the information that $c^* = 4$ is also a good cluster number estimate for the data set in Fig. 3(b). The cluster generated by the bridge points does not have a large PCAES value and it does not have enough potential to be a well-identified cluster. Thus, PCAES indicates that $c^* = 4$ is a good cluster number estimate which is coincident to the MPC index.

**Example 3.** In this example, we will show a special property of the proposed PCAES index that can avoid taking a single noisy point into a compact and well-separated cluster. Fig. 4(a) presents a data set that one cluster is far away from other three clusters. In Fig. 4(b), three noisy points are added to the data set of Fig. 4(a). The results from the indexes are shown in Table 3. In Fig. 4(a), by optimizing the validity functions, PC, PE, FS and XB produce the same result with the optimal cluster number $c^* = 2$ where the three clusters on the left are synthesized into a cluster and the right

---

**Table 2**

Values of validity indexes in Fig. 3(a) and (b)

<table>
<thead>
<tr>
<th>$c$</th>
<th>PC</th>
<th>PE</th>
<th>MPC</th>
<th>FS</th>
<th>XB</th>
<th>SC</th>
<th>FHV</th>
<th>PCAES</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.733</td>
<td>0.414</td>
<td>0.466</td>
<td>133</td>
<td>0.204</td>
<td>0.221</td>
<td>28.387</td>
<td>1.834</td>
</tr>
<tr>
<td>3</td>
<td>0.708</td>
<td>0.533</td>
<td>0.562</td>
<td>−983</td>
<td>0.157</td>
<td>0.457</td>
<td>18.961</td>
<td>2.306</td>
</tr>
<tr>
<td>4</td>
<td>0.792</td>
<td>0.450</td>
<td>0.722</td>
<td>−2235</td>
<td>0.055</td>
<td>2.353</td>
<td>10.252</td>
<td>2.803</td>
</tr>
<tr>
<td>5</td>
<td>0.743</td>
<td>0.361</td>
<td>0.678</td>
<td>−2211</td>
<td>0.102</td>
<td>2.135</td>
<td>10.593</td>
<td>1.788</td>
</tr>
<tr>
<td>6</td>
<td>0.692</td>
<td>0.669</td>
<td>0.631</td>
<td>−2151</td>
<td>0.283</td>
<td>1.823</td>
<td>10.943</td>
<td>0.258</td>
</tr>
<tr>
<td>7</td>
<td>0.670</td>
<td>0.730</td>
<td>0.616</td>
<td>−2184</td>
<td>0.244</td>
<td>1.759</td>
<td>10.910</td>
<td>−0.764</td>
</tr>
<tr>
<td>8</td>
<td>0.633</td>
<td>0.799</td>
<td>0.581</td>
<td>−1975</td>
<td>0.219</td>
<td>1.734</td>
<td>10.340</td>
<td>−1.041</td>
</tr>
</tbody>
</table>

---

**Fig. 4.** (a) The data set without noisy points, (b) the same data set with three noisy points.
hand cluster remains an isolated cluster. They also indicate that \(c^* = 4\) may be another good cluster number estimate. The SC index gives the optimal cluster number \(c^* = 5\). MPC, FHV and PCAES indexes indicate that \(c^* = 4\) is optimal for the data set in Fig. 4 (a).

In Fig. 4 (b), most validity indexes are affected by these noisy points. We find that MFC and XB with the optimal cluster number \(c^* = 7\) take each noisy point into a compact and well-separated cluster. SC and FHV present a monotonic tendency of the cluster number \(c\) where they give a largest optimal cluster number estimate \(c^* = 10\) in all indexes. PC and PE give a least optimal cluster number \(c^* = 2\) in all indexes. Our proposed PCASE index gives an optimal cluster number estimate \(c^* = 4\) that presents a property without being affected by noisy points. Overall, \(c^* = 7\) from MFC and XB and \(c^* = 4\) from PCAES seem to be better matching the structure of the data set shown in Fig. 4(b) where both present two different points of view for cluster validity. MPC and XB take each noisy point into a compact and well-separated cluster. PCAES gives another viewpoint that, although each noisy point is separated from the other clusters, each one of them has not enough potential to be a well-identified cluster. The reason is that the compactness measure for each cluster is relative to the most compact cluster and hence the compactness measure for each noisy point is small. We mention that our objective in this example is not to use validity indexes for detecting noisy points, but for demonstrating the property of considerations involving the compactness and separation measures for each cluster to provide a different merit of cluster validity.

**Example 4.** This is a 10-clusters data set that each cluster contains 100 random sample uniformly generated on a rectangle grid as shown in Fig. 5(a). Five clusters are separated on the top of the left and three clusters are connected on the bottom of the right. We add three noisy points in this data set. The results of each validity index are shown in Fig. 5 (b)–(i). Note that a reasonable cluster number estimate for this data set could be \(c^* = 2\) (i.e. five clusters are clustered as a cluster) or \(c^* = 8\) (i.e. three connected clusters on the bottom of the right are considered as a cluster) or \(c^* = 10\) (i.e. original real cluster number) or \(c^* = 13\) (i.e. each noisy point is considered as a cluster). PC, PE and MPC present the same results that 2 and 9 are good cluster number estimates according to the local extremes of the index curve. FS shows

### Table 3
Values of validity indexes in Fig. 4(a) and (b)

<table>
<thead>
<tr>
<th></th>
<th>PC</th>
<th>PE</th>
<th>MPC</th>
<th>FS</th>
<th>XB</th>
<th>SC</th>
<th>FHV</th>
<th>PCAES</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fig. 4(a)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.941</td>
<td>0.128</td>
<td>0.882</td>
<td>–8.57</td>
<td>0.0288</td>
<td>5.50</td>
<td>3.097</td>
<td>1.341</td>
</tr>
<tr>
<td>3</td>
<td>0.810</td>
<td>0.330</td>
<td>0.714</td>
<td>–698</td>
<td>0.1625</td>
<td>6.30</td>
<td>1.995</td>
<td>1.400</td>
</tr>
<tr>
<td>4</td>
<td>0.915</td>
<td>0.204</td>
<td>0.887</td>
<td>–853</td>
<td>0.0292</td>
<td>17.66</td>
<td>0.859</td>
<td>1.736</td>
</tr>
<tr>
<td>5</td>
<td>0.845</td>
<td>0.320</td>
<td>0.806</td>
<td>–806</td>
<td>0.4169</td>
<td>22.47</td>
<td>0.890</td>
<td>–0.301</td>
</tr>
<tr>
<td>6</td>
<td>0.780</td>
<td>0.438</td>
<td>0.736</td>
<td>–745</td>
<td>0.3381</td>
<td>19.85</td>
<td>0.935</td>
<td>–1.659</td>
</tr>
<tr>
<td><strong>Fig. 4(b)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.902</td>
<td>0.183</td>
<td>0.804</td>
<td>–722</td>
<td>0.047</td>
<td>2.60</td>
<td>5.814</td>
<td>1.377</td>
</tr>
<tr>
<td>3</td>
<td>0.780</td>
<td>0.386</td>
<td>0.670</td>
<td>–634</td>
<td>0.254</td>
<td>2.72</td>
<td>4.657</td>
<td>1.354</td>
</tr>
<tr>
<td>4</td>
<td>0.855</td>
<td>0.310</td>
<td>0.807</td>
<td>–806</td>
<td>0.103</td>
<td>4.11</td>
<td>2.970</td>
<td>1.687</td>
</tr>
<tr>
<td>5</td>
<td>0.866</td>
<td>0.310</td>
<td>0.833</td>
<td>–899</td>
<td>0.056</td>
<td>5.36</td>
<td>2.743</td>
<td>1.508</td>
</tr>
<tr>
<td>6</td>
<td>0.870</td>
<td>0.320</td>
<td>0.844</td>
<td>–938</td>
<td>0.040</td>
<td>6.76</td>
<td>1.785</td>
<td>0.768</td>
</tr>
<tr>
<td>7</td>
<td>0.878</td>
<td>0.314</td>
<td>0.858</td>
<td>–936</td>
<td>0.025</td>
<td>13.58</td>
<td>1.060</td>
<td>0.359</td>
</tr>
<tr>
<td>8</td>
<td>0.825</td>
<td>0.398</td>
<td>0.800</td>
<td>–932</td>
<td>0.370</td>
<td>15.96</td>
<td>0.995</td>
<td>–1.228</td>
</tr>
<tr>
<td>9</td>
<td>0.780</td>
<td>0.477</td>
<td>0.752</td>
<td>–861</td>
<td>0.311</td>
<td>16.30</td>
<td>0.988</td>
<td>–2.738</td>
</tr>
<tr>
<td>10</td>
<td>0.762</td>
<td>0.518</td>
<td>0.735</td>
<td>–916</td>
<td>0.287</td>
<td>17.43</td>
<td>0.986</td>
<td>–3.785</td>
</tr>
</tbody>
</table>
that 3, 5 and 9 are good cluster number estimates. XB presents that 2, 9 and 14 are suitable estimates. The SC index considers each noisy point as a cluster with \( c^* = 13 \). The FHV index shows that 2 and 10 are good cluster number estimates which quite match the structure of data shown in Fig. 5(a). The PCASE index gives the information that 2, 6, 8 and 10 are good cluster number estimates. The results from PCAES present a good coincidence to the data structure shown in Fig. 5(a).

**Example 5.** We test the efficiency of the validity indexes for a data set of size 10,000. Fig. 6(a) shows the 100 \( \times \) 100 pixels image data set with 500 uniformly noisy points. The image has two clusters where one cluster is black and another one is grey and in addition, the image uniformly includes 500 noisy points as shown in Fig. 6(a). The results of validity indexes are shown in Fig. 6(b)–(i). A suitable cluster number in segmenting this image data set is 2. The PC, PE, MPC and XB indexes present the same result with the cluster number estimate \( c^* = 3 \). The FS and SC indexes show the unexpected results for the image. The FHV presents a flat curve after \( c = 3 \). The proposed PCASE curve shows that \( c^* = 2 \) is an optimal cluster number estimate, and also with a local maximum \( c = 5 \) that has a similar behavior as the XB index. In this case, the PCASE index presents a property without being affected by noisy points for this large data set.
Example 6. In this example, we consider a data set drawn from a normal mixture of 10 clusters with the same standard deviation 0.2 where each cluster has 1000 data points. We then uniformly add 1000 noisy points in this data set. The histogram of data is shown in Fig. 7(a). Since the range of the 1000 noisy points are large relative to these 10,000 normal mixture data, the influence of noisy points on the validity indexes will be significant. Most indexes indicate that  \( c = 2 \) and 12 are suitable cluster number estimates. We find that the PCASE index gives the information that  \( c^* = 10 \) is a suitable cluster number estimate. This result from the PCASE index is coincident to the original data structure. To have validity indexes in real applications, we will implement three real data sets of Iris, Glass and Vowel in the next section.

5. Real data sets with Iris, Glass and Vowel

In this section, three real data sets with Iris (Anderson, 1935; Bezdek et al., 1999), Glass and Vowel (Blake and Merz, 1998) are used as the test sets for validity index comparisons. Most clustering problems are solved by minimizing the constructed dispersion measures. In general, each dimension presents one characteristic of data in an \( s \)-dimensional data set where each characteristic has different dispersion. Thus, the results from
minimizing the total dispersion measure may discard the effects of some characteristics, especially, for those that have small dispersion values. This situation frequently occurs in high dimensional data sets. To use sufficiently all the information of characteristics, we shall normalize the data set. Suppose that we have a data set \( X = \{x_1, \ldots, x_n\} \) in an \( s \)-dimensional space with each \( x_j = (x_{j1}, \ldots, x_{js}). \) We normalize the data by replacing \( x_{jk} \) with \( x'_{jk} \) as

\[
x'_{jk} = \frac{x_{jk} - \frac{1}{s} \sum_{l=1}^{s} x_{lk}}{\sqrt{\frac{1}{s} \left( \sum_{l=1}^{s} x_{lk} - \frac{1}{n} \sum_{l=1}^{n} x_{lk} \right)^2 / (n - 1)}}
\]

\( k = 1, \ldots, s, \ j = 1, \ldots, n \) \hspace{1cm} (23)

After normalization, each characteristic in the data set will have a common sample mean and dispersion. Thus, we normalize the data sets Iris, Glass and Vowel before we analyze them.

Example 7 (Iris data set). The Iris data set (Anderson, 1935; Bezdek et al., 1999) has \( n = 150 \) points in an \( s = 4 \) dimensional space. It consists of three clusters. Two clusters have substantial overlapping. Thus, one can argue \( c = 2 \) or \( c = 3 \) for the Iris data set. The validity indexes of the Iris data set are shown in Fig. 8. The PC, PE, MPC and XB indexes show that \( c^* = 2 \) is an optimal cluster number estimate. The result from the FS index is unexpected. If we only consider the values of \( c \) between 2 and 6 in Fig. 8(g), the FHV

Fig. 7. Results of validity indexes for the 10-clusters normal mixture data set where each cluster contains 1000 data points, and there are 1000 noisy points uniformly added in the data set.
index indicates that the optimal cluster number estimate for the Iris data set is $c^* = 3$. This result is exactly the same as FHV shown in (Gath and Geva, 1989). The FHV index also shows that 8 and 11 may be another good estimates according to the local minimums of the curve. The SC index shows that $c^* = 3$ is a good estimate which is also coincident to the result shown in (Zahid et al., 1999). In our simulations, the SC index is more sensitive to initial values of clustering algorithms than other indexes. Different initial values always lead to different results. The proposed PCASE index gives that $c^* = 2$ is an optimal cluster number estimate, but it also shows that $c^* = 3$ may be another good cluster number estimate. Overall, most validity indexes give the optimal cluster number estimate $c^* = 2$ or 3 for the Iris data set.

Example 8 (Glass data set). The Glass data set (Blake and Merz, 1998) has $n = 214$ points in an $s = 9$ dimensional space. It consists of six clusters. Since the clusters of this data set are heavily overlapped, the validity indexes are difficult to produce a good cluster number estimate. Fig. 9 shows the cluster validity results for the normalized Glass data set. The MPC index shows that $c^* = 3, 4, 5$ and 7 are all good cluster number estimates. The optimal cluster number estimates for this data set obtained by the XB and FHV indexes are 5 and 4, respectively. Others present the monotonic tendency of the cluster number $c$. Note that, if the data set has many undistinguishable clusters, the validity indexes may present a monotonic tendency of $c$. In this situation, the extreme value in validity index curves may not be a suitable cluster number estimate. This can also be found in the

Fig. 8. Results of validity indexes for the Iris data set.
next example. Although the index curve may present a monotonic tendency, the information about the data structure can also be found by checking for the trend of the index curve. Note that, the PCAES value is positive when \( c^* = 6 \) and negative when \( c^* = 7 \) and there is a large decreasing in PCAES values when \( c^* = 6–7 \). Therefore, the PCAES index offers the information that \( c^* = 6 \) is a good cluster number estimate for the Glass data set.

Example 9 (Vowel data set). The Vowel data set (Blake and Merz, 1998) has \( n = 990 \) points in an \( s = 10 \) dimensional space that has 11 clusters. Fig. 10 shows the validity results for the normalized Vowel data set. Most indexes present a monotonic tendency of the cluster number \( c \) except XB and PCAES. Although most validity indexes cannot validate a good cluster number estimate in the Vowel data set, the proposed PCAES index indicates that \( c^* = 3 \) or 11 may be a good cluster number estimate according to the local maximums of the index curve. In this data set, the PCASE index actually offers more information about the structure of the Vowel data set than other validity indexes.

6. Conclusions

In this paper, we reviewed several validity indexes and then proposed a new validity index, called a PCAES index. In the proposed PCAES index, we give each identified cluster a normalized partition coefficient and exponential separation index to measure the potential whether the identified cluster has the ability to be a well-identified
cluster or not. Most validity indexes will take a noisy point into a compact and well-separated cluster. In our PCAES index, each cluster has compactness and separation measures. If one of the clusters has not enough potential to be a well-identified (valid) cluster, these clusters will not validly describe the data structure. Under the proposed PCAES consideration, a noisy point will not have enough potential to be a cluster so that it can give impressive results in a noisy environment.

In simulations, several different types of numerical and real data sets were given to compare the PCAES index with the PC, PE, MFC, FS, XB, SC and FHV indexes. The proposed PCAES index has an important merit for validating the goodness of fit in partitions from the FCM clustering algorithm. It also provides a new point of view for cluster validity in a noisy environment.
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