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Abstract—This paper is concerned with orientation estimation using inertial and magnetic sensors. A quaternion-based indirect Kalman filter structure is used. Magnetic sensor output is used only for yaw angle estimation using two step measurement updates. External acceleration is estimated from the residual of the filter and compensated by increasing the measurement noise covariance. Using the direction information of external information, the proposed method prevents unnecessarily increasing the measurement noise covariance corresponding to the accelerometer output, which is not affected by external acceleration. Through numerical examples, the proposed method is verified.
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I. INTRODUCTION

Orientation estimation (pitch, roll and yaw angles) is used in many applications: motion tracker [1], unmanned aerial vehicles [2] and biomedical applications [3]. One of increasingly popular approaches is using inertial and magnetic sensors to estimate orientation. A typical system consists of a triaxial gyroscope (to measure angular velocity), a triaxial accelerometer (to measure gravity), and a triaxial magnetic sensor (to measure the earth magnetic field).

If the initial estimation is given, the orientation can be computed by integrating gyroscope output. Its estimation error, however, will diverge due to gyroscope bias and numerical integration errors. On the other hand, orientation also can be computed using accelerometer and magnetic sensor output. The estimation error, in this case, could become large due to external acceleration and magnetic disturbance. Thus the fundamental issue in every orientation estimation algorithm is how to combine gyroscope, accelerometer and magnetic sensor output.

In this paper, a quaternion-based indirect Kalman filter is proposed. Gyroscope output is integrated to compute orientation. Quaternion instead of Euler angles is used because of its singularity-free orientation representation [4], [5]. The error in this orientation is then estimated using a Kalman filter, where accelerometer and magnetic sensor output is used. The orientation error is estimated instead of directly estimating orientation, it is called an indirect filter [6], [7]. The advantage of an indirect filter is that the state dimension is smaller and its response is fast. The orientation error is represented by a multiplication to the computed quaternion and the multiplicative extended Kalman filter is used. We note that this quaternion multiplication was used in [8]–[10].

Two contributions of the proposed method are as follows: (a) a new method of orientation computation from magnetic sensor (b) an adaptive method compensating external acceleration effect.

Regarding the first contribution, we note that magnetic sensor output provides not only yaw information but also some information on pitch and roll angles. In [11], [12], pitch, roll and yaw angles are computed using magnetic sensor output: both pitch and roll angles cannot be computed but some information on pitch and roll can be obtained. One critical drawback is that pitch and roll angles are affected by magnetic disturbance. Since there is large magnetic disturbance indoors, there is a tendency that pitch and roll errors become large when the method is used indoors. Thus using magnetic sensor output only to compute yaw angle is more widely used [7], [13], [14], where they are not directly applicable to a quaternion-based indirect Kalman filter. In this paper, a standard Kalman filter is modified so that magnetic sensor output is only used for yaw estimation error compensation.

Regarding the second contribution, an adaptive method to deal with external acceleration is considered. When there is no external acceleration, accelerometer output provides accurate pitch and roll angles. When there is external acceleration, this is not the case. Thus smaller weights should be given to the accelerometer output with respect to gyroscope output when there is external acceleration. In [11], [15], [16] if the norm of accelerometer output is not near 9.8 $m/s^2$ (gravitational acceleration), it is determined that there is external acceleration and smaller weights are given to the accelerometer output by increasing the corresponding measurement noise covariance. An alternative method is proposed, where external acceleration is directly estimated from the filter residual. The proposed adaptive method is slight modification of the general adaptive Kalman filter algorithm in Chapter 10 of [17].

The main advantage of the proposed method is that the direction of external acceleration is estimated and used for compensation. For example, suppose there is external acceleration only in $x$ direction. In the accelerometer norm-based method, smaller weights are given to all 3 axis accelerometer output and thus valuable information contained in $y$ and $z$ axis accelerometer output is lost. In the proposed method, smaller weights are given only to $x$ axis accelerometer output and thus $y$ and $z$ axis accelerometer output is still used in the filter.

The paper is organized as follows. In Section II, basic equa-
tions of a quaternion-based indirect Kalman filter is given. In Section III, two step measurement update method is proposed, where magnetic sensor is used only for yaw angle estimation. In Section IV, an adaptive algorithm compensating external acceleration is proposed. Numerical examples and conclusion are given in Section V and VI, respectively.

II. QUATERNION-BASED INDIRECT KALMAN FILTER

Two coordinate frames (body frame and navigation frame) are used. The body frame $\{x_b, y_b, z_b\}$ has its origin at the triaxial gyroscope and each axis points along each of the gyroscopic axis. The navigation frame $\{x_n, y_n, z_n\}$ is a local-level frame with its axes pointing north, east and up. A quaternion $q = \begin{bmatrix} q_0 & q_1 & q_2 & q_3 \end{bmatrix}' \in \mathbb{R}^4$ is used to denote the orientation quaternion in the navigation frame. Note that $p_a$ (a point in the navigation frame) and $p_b$ (a point in the body frame) are related as follows:

$$p_b = C(q)p_a$$

where the rotation matrix $C(q)$ is defined by

$$C(q) \triangleq \begin{bmatrix} 2q_0^2 + 2q_2^2 - 1 & 2q_1q_2 - 2q_0q_3 & 2q_1q_3 + 2q_0q_2 & 2q_2q_3 - 2q_0q_1 \\ 2q_1q_2 + 2q_0q_3 & 2q_0^2 + 2q_3^2 - 1 & 2q_2q_3 - 2q_0q_1 & 2q_1q_3 + 2q_0q_2 \\ 2q_1q_3 - 2q_0q_2 & 2q_2q_3 - 2q_0q_1 & 2q_0^2 + 2q_1^2 - 1 & 2q_1q_2 + 2q_0q_3 \\ 2q_2q_3 + 2q_0q_1 & 2q_1q_3 + 2q_0q_2 & 2q_1q_2 - 2q_0q_3 & 2q_0^2 + 2q_2^2 - 1 \end{bmatrix}. \tag{1}$$

The orientation estimation problem in this paper is to estimate quaternion $q$. The derivative of $q$ is given by the following equation [18]:

$$\dot{q} = \frac{1}{2} q \otimes \omega \tag{2}$$

where $\omega \in \mathbb{R}^3$ is the angular velocity and $\otimes$ represents quaternion multiplication.

Accelerometer output $y_a$, gyroscope output $y_g$ and magnetic sensor output $y_m$ are given by

$$\begin{align*}
y_a &= C(q)\tilde{g} + b_a + v_a + a_b \\
y_g &= \omega + b_g + v_g \\
y_m &= C(q)\tilde{m} + v_m. \tag{3}
\end{align*}$$

Symbols $\tilde{g}$ and $\tilde{m}$ are defined by

$$\begin{align*}
\tilde{g} &\triangleq \begin{bmatrix} 0 \\
0 \\
g \end{bmatrix}, \\
\tilde{m} &\triangleq \begin{bmatrix} \cos \alpha \\
0 \\
-\sin \alpha \end{bmatrix}
\end{align*}$$

where $g$ is the gravitational acceleration and $\alpha$ is the dip angle [19]. Sensor noises $v_a, v_g$ and $v_m$ are assumed to be zero mean white Gaussian noises satisfying

$$\begin{align*}
E\{v_a(t)v_a(s)\}' &= R_a \delta(t - s) \\
E\{v_g(t)v_g(s)\}' &= R_g \delta(t - s) \\
E\{v_m(t)v_m(s)\}' &= R_m \delta(t - s) \\
E\{v_a(t)v_g(s)\}' &= 0, \\
E\{v_a(t)v_m(s)\}' &= 0 \\
E\{v_m(t)v_g(s)\}' &= 0.
\end{align*}$$

Accelerometer bias $b_a$ and gyroscope bias $b_g$ are assumed to be nearly constant and $a_b$ represents unknown external acceleration.

A. Indirect Kalman filter

The objective of a filter is to estimate $q$ from $y_a, y_g$, and $y_m$. In this paper, we will use an indirect Kalman filter. First a quaternion estimate $\hat{q}$ is computed from the following equation:

$$\frac{d\hat{q}}{dt} = \frac{1}{2} \hat{q} \otimes y_g. \tag{4}$$

Since $y_g \neq \omega$ (due to $v_g$ and $b_g$), $\hat{q} \neq q$: that is, $\hat{q}$ contains an orientation error. We introduce $\tilde{q}_e$ to denote a small error in $\hat{q}$ [8]–[10] so that

$$q = \tilde{q}_e \otimes \tilde{q}_e. \tag{5}$$

Note that $\tilde{q}_e$ does not depend on $\omega$ (angular velocity) but depends on gyroscope noise $v_g$ and gyroscope bias $b_g$, which can be assumed to be small. Thus even if the rotations are large, we can assume that $\tilde{q}_e$ is small. Assuming $\tilde{q}_e$ is small, we can approximate $\tilde{q}_e$ as follows:

$$\tilde{q}_e \approx -y_g \times q - \frac{1}{2}(b_g + v_g). \tag{7}$$

In an indirect Kalman filter, $\tilde{q}_e$ is estimated and $q$ can be estimated using (5) instead of directly estimating $q$. From [9], we have

$$\dot{\tilde{q}_e} = \frac{1}{2}(\omega - y_g) + \frac{1}{2} q \otimes (\omega - y_g - y_g \times \tilde{q}_e).$$

Assuming $\tilde{q}_e$ and $\omega - y_g$ are small, we can ignore the second term of the right-hand side: if $q_e$ and $\omega - y_g$ are small, $q \otimes (\omega - y_g)$ is very small and can be ignored. Thus we have

$$\dot{\tilde{q}_e} \approx -y_g \times q - \frac{1}{2}(b_g + v_g). \tag{7}$$

Defining the state $x$ by

$$x = \begin{bmatrix} \tilde{q}_e \\
b_g \\
b_a \end{bmatrix} \in \mathbb{R}^{9 \times 1}, \tag{8}$$

we have the following process equation for the Kalman filter:

$$\dot{x}(t) = Ax(t) + \begin{bmatrix} -0.5v_g \\
v_b_a \\
v_b_a \end{bmatrix} \tag{9}$$

where

$$A \triangleq \begin{bmatrix} -[y_g \times] & -0.5I & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \end{bmatrix}.$$ 

For a vector $p \in \mathbb{R}^3$, $[p \times]$ is defined by

$$[p \times] \triangleq \begin{bmatrix} 0 & -p_3 & p_2 \\
p_3 & 0 & -p_1 \\
-p_2 & p_1 & 0 \end{bmatrix}.$$ 

Small process noises $v_{b_g}$ and $v_{b_a}$ are added so that the bias estimation is not stopped soon. If $v_{b_g}$ and $v_{b_a}$ are small, the error covariance of the filter corresponding to state $b_g$ and $b_a$ will be very small after some time and thus no bias update is done afterward. We assume that

$$E\{\begin{bmatrix} -0.5v_g(t) \\
v_b_g(t) \\
v_b_a(t) \end{bmatrix} \begin{bmatrix} -0.5v_g(s) \\
v_b_g(s) \\
v_b_a(s) \end{bmatrix}'\} = Q\delta(t - s) \tag{10}$$

where $Q$ is the process noise covariance matrix.
where \[ Q \triangleq \text{Diag}\{0.25R_y, Q_{y_b}, Q_{b_a}\}. \]

Now a measurement equation for an indirect Kalman filter is derived. From (5), we have
\[ C(q) = C(q_e)C(\dot{q}). \]

(11)

With (6), the rotation matrix \( C(q_e) \) is given by
\[ C(q_e) = \begin{bmatrix}
1 + 2q_{e,1}^2 & 2q_{e,1}q_{e,2} + 2q_{e,3} & 2q_{e,1}q_{e,3} - 2q_{e,2} \\
2q_{e,1}q_{e,2} - 2q_{e,3} & 1 + 2q_{e,2}^2 & 2q_{e,2}q_{e,3} + 2q_{e,1} \\
2q_{e,1}q_{e,3} + 2q_{e,2} & 2q_{e,2}q_{e,3} - 2q_{e,1} & 1 + 2q_{e,3}^2
\end{bmatrix}. \]

(12)

With the assumption that \( q_{e,1}, q_{e,2}, \) and \( q_{e,3} \) are small, we can ignore the second-order terms: i.e., we assume \( q_{e,i}, q_{e,j} \approx 0 \). Then, we have
\[ C(q_e) \approx \begin{bmatrix}
1 & 2q_{e,3} & -2q_{e,2} \\
-2q_{e,3} & 1 & 2q_{e,1} \\
2q_{e,2} & -2q_{e,1} & 1
\end{bmatrix} = I - 2[q_e \times]. \]

(13)

Inserting (13) and (11) into (3), we have
\[ [y_a - C(q)\hat{\theta}] = 2C(\hat{q})\bar{u}_x + v_a + b_a \]
\[ [y_m - C(q)\bar{m}] = 2C(\hat{q})\bar{u}_m + v_m. \]

(14)

While deriving (14), we have used the following fact
\[ [q_e \times]C(q)\hat{\theta} = -[C(q)\hat{\theta}]\times q_e. \]

Equations (9) and (14) constitute a system model for an indirect Kalman filter. Note that \( y_a - C(q)\hat{\theta} \) and \( y_m - C(q)\bar{m} \) are used as measurements to an indirect Kalman filter. Overall structure of the indirect Kalman filter is given in Fig. 1.

Note that \( \phi_k \) and \( Q_{d,k} \) should be computed at every step since \( A \) is time varying. In the real time application, it could be computationally demanding to compute exact values of \( \phi_k \) and \( Q_{d,k} \). In this paper, the following simple approximation is used.
\[ \phi_k \approx I + A(kT)T + 0.5A(kT)^2T^2. \]
\[ Q_{d,k} \approx \int_{kT}^{(k+1)T} (I + At)Q(I + At)' dt \]
\[ \approx QT + \frac{1}{2}A(kT)Q + \frac{1}{2}QAT'Q. \]

(16)

Based on the discrete model (15), a standard project ahead algorithm is used [6].
\[ \hat{x}_{k+1} = \phi_k \hat{x}_k \]
\[ P_{k+1} = \phi_k P_k \phi_k' + Q_d \]

(17)

where \( \hat{x}_{k} \) and \( \hat{x}_k \) are a state estimate before a measurement update and a state estimate after a measurement update, respectively. Estimation error covariances \( P_{k}^{-} \) and \( P\) are defined by
\[ P_{k}^{-} = E\{ (x_k - \hat{x}_k)(x_k - \hat{x}_k)' \} \]
\[ P_{k} = E\{ (x_k - \hat{x}_k)(x_k - \hat{x}_k)' \}. \]

The quaternion integration equation (2) is approximated by a discrete equation, where the third order local linearization algorithm is used (see the equation (110) in [5]):
\[ q_{k+1} = (I + \frac{3}{2}q_k T - \frac{3}{2}q_{k-1}T^2 + \frac{1}{2}q_{k-2}T^3)q_k. \]

(18)

After the computation, the quaternion is normalized so that the unit constraint \( \|q_{k+1}\| = 1 \) is satisfied.

### III. Two Step Measurement Updates

Magnetic disturbance sometimes could be very large. This is especially true for indoor environments: computer, TV, and other electrical devices can cause large magnetic disturbances [20]. When the measurement equation (14) is used, magnetic disturbance affects not only yaw but also pitch and roll. A common approach is to use the magnetic sensor output only for yaw estimation. This can be done by computing \( q_e \) from \( y_a \) and \( y_m \) using the TRIAD method [21] or the factored quaternion algorithm [13]. And then the computed \( q_e \) can be used as a measurement for the Kalman filter. However, important information, which could be used in the adaptive algorithm in Section IV is lost in the algorithms.

In this section, we propose a two step measurement update algorithm, which consists of an accelerometer measurement update and a magnetic sensor measurement update. In an accelerometer measurement update, \( \dot{\hat{x}}_a \) is updated using \( y_a - C(\hat{q})\bar{u}_x \), where the updated state is denoted by \( \dot{\hat{x}}_a \). Using the \( q_e \) part in \( \dot{\hat{x}}_a \), \( C(\hat{q}) \) is updated as in (11). And then the \( q_e \) part of \( \dot{\hat{x}}_a \) (that is, the first 3 elements of \( \dot{\hat{x}}_a \)) is set to zero.

In magnetic sensor measurement update, \( \dot{\hat{x}}_m \) is updated to \( \dot{\hat{x}}_m \) using \( y_m - C(\hat{q})\bar{m} \), where \( q_e \) is constrained so that magnetic sensor output only affects the yaw angle.
• accelerometer measurement update: \( y_a - C(\hat{q})\tilde{g} \) is used to update \( \hat{x}_{k} \).

\[
\begin{align*}
K_{a,k} &= P_{a,k}^{-1}H_{a,k}^\prime R_{a}^{-1} + Q_{a,k}^{-1} \\
\hat{x}_{a,k} &= \hat{x}_{k} + K_{a,k}(z_{a,k} - H_{a,k}\hat{x}_{k}) \\
P_{a,k} &= (I - K_{a,k}H_{a,k})P_{k}^{-1}(I - K_{a,k}H_{a,k})^\prime + K_{a,k}(R_{a} + Q_{a,k})K_{a,k}^{-1} \\
\end{align*}
\] (19)

where 
\[
\begin{align*}
H_{a,k} &\triangleq \left[ \begin{array}{cc} 2[C(\hat{q})\tilde{g}] & 0 \end{array} \right] \\
z_{a,k} &\triangleq y_{a,k} - C(\hat{q})\tilde{g}.
\end{align*}
\]

All 9 states of \( \hat{x}_{k} \) is updated in this step. Estimated external acceleration covariance \( \hat{Q}_{a,k} \) is explained in Section IV (see (34) and (35)).

• \( C(\hat{q}) \) is updated using \( \hat{x}_{k} \)

\[
\begin{align*}
q_{e} &= \hat{x}_{a,k}(1 : 3) \\
\hat{q} &= \hat{q} \otimes \tilde{q}_{e} \\
\tilde{q} &= \tilde{q} / \|\tilde{q}\| \\
\hat{x}_{a,k}(1 : 3) &= 0
\end{align*}
\] (20)

where \( \hat{x}_{a,k}(1 : 3) \) is the first 3 elements of \( \hat{x}_{a,k} \).

• magnetic sensor measurement update: the standard measurement update algorithm is modified so that only yaw angles are affected by the magnetic sensor measurement update. The explanation of the modified measurement update is given after (21).

\[
\begin{align*}
P_{m,k} &= \left[ \begin{array}{cc} P_{a,k}(1 : 3, 1 : 3) & 0_{3,6} \\
0_{6,3} & 0_{6,6} \end{array} \right] \\
K_{m,k} &= \left[ \begin{array}{c} r_{3}' \ 0_{3,6} \\
0_{6,3} & 0_{6,6} \end{array} \right] P_{m,k}^{-1}H_{m,k}^\prime \\
&= (H_{m,k}P_{m,k}^{-1}H_{m,k}^\prime + R_{m})^{-1} \\
\hat{x}_{k} &= \hat{x}_{a,k} + K_{m,k}(z_{m,k} - H_{m,k}\hat{x}_{a,k}) \\
P_{k} &= (I - K_{m,k}H_{m,k})P_{a,k}(I - K_{m,k}H_{m,k})^\prime + K_{m,k}R_{m}K_{m,k}^{-1} \\
\end{align*}
\] (21)

where \( 0_{mn} \) is a zero matrix with \( m \) rows and \( n \) columns and

\[
\begin{align*}
r_{3} &= C(\hat{q})^{-1} \\
H_{m,k} &\triangleq \left[ \begin{array}{cc} 2[C(\hat{q})\tilde{m}] & 0 \\
0 & 0 \end{array} \right] \\
z_{m,k} &\triangleq y_{m,k} - C(\hat{q})\tilde{m}.
\end{align*}
\] (22)

From the structure of \( P_{m,k}^{-1} \) and \( K_{m,k} \), we can see that only \( q_{e} \) part in \( \hat{x}_{a,k} \) is updated: that is, \( b_{a} \) and \( b_{b} \) (see (8)) are not updated in this stage. Thus we focus our attention to how \( C(\hat{q}) \) is changed and it will be shown that only yaw angles are modified in (21). First consider the following lemma.

**Lemma 1:** Suppose there are two rotation matrices \( C_{1} \) and \( C_{2} \). The pitch and roll angles of \( C_{1} \) and \( C_{2} \) are the same if the following condition is satisfied:

\[
(C_{1} - C_{2}) \left[ \begin{array}{c} 0 \\
0 \\
1 \end{array} \right] = 0. \tag{23}
\]

**Proof:** See Appendix A. \( \blacksquare \)

Note that the rotation matrix before the magnetic sensor measurement update is \( C(\hat{q}) \) and after the update is \( C(\hat{q})C(\hat{q}) \). From (23), \( q_{e} \) affects only the yaw angle of \( C(\hat{q}) \) if

\[
(C(\hat{q})C(\hat{q}) - C(\hat{q})) \left[ \begin{array}{c} 0 \\
0 \\
1 \end{array} \right] = 0. \tag{24}
\]

From (13), the condition (24) can be approximated by (see (22) for the definition of \( r_{3} \))

\[
q_{e} \times r_{3} = 0. \tag{25}
\]

Thus \( q_{e} \) affects only the yaw angle if \( q_{e} \) is parallel to \( r_{3} \):

\[
q_{e} = \beta r_{3}, \quad \beta \in R. \tag{26}
\]

Now we derive a constraint imposed on \( K_{m,k}(1 : 3, 1 : 3) \) so that the updated \( q_{e} \) in (21) satisfies (26). From (20), we have \( \hat{x}_{a,k}(1 : 3) = 0 \). Thus the measurement update equation in (21) is

\[
q_{e} = \hat{x}_{k}(1 : 3) = K_{m,k}(1 : 3, 1 : 3)z_{m,k}. \tag{27}
\]

To satisfy (26) for any \( z_{m,k} \), \( K_{m,k}(1 : 3, 1 : 3) \) should have the following structure:

\[
K_{m,k}(1 : 3, 1 : 3) = r_{3}l' \tag{28}
\]

where \( l \in R^{1 \times 3} \) is a free parameter. We can show (see Appendix B) that a parameter \( l \) that minimizes \( \text{Tr} P_{k}(1 : 3, 1 : 3) \) is given by \( l = r_{3} \). Thus an optimal filter gain given the constraint (28) is \( K_{m,k} \) in (21).

When there are two measurement groups, we obtain the same measurement update result whether the two measurement groups are updated on the same time or each measurement group is updated one at a time as long as appropriate optimal Kalman gains are used (see Chapter 6.3 in [6]). Thus splitting the measurement update into two phases itself does not degrade the estimation performance. However, there is possible estimation performance degradation in the proposed filter since \( K_{m,k} \) in (21) is not the optimal Kalman gain: \( K_{a,k} \) in (19) is the optimal Kalman gain. A not-optimal gain \( K_{m,k} \) is used so that only yaw angle is updated in (21). In the process, some information contained in \( z_{m,k} \) is intentionally discarded.

**IV. ADAPTIVE ALGORITHM COMPENSATING EXTERNAL ACCELERATION**

In this section, an adaptive algorithm to estimate external acceleration from the residual is proposed. The residual in the accelerometer measurement update (19) is defined by

\[
r_{a,k} \triangleq z_{a,k} - H_{a,k}\hat{x}_{k} = H_{a,k}(x_{k} - \hat{x}_{k}) + a_{b} + v_{a}. \tag{29}
\]

Note that

\[
E\{r_{a,k}r_{a,k}'\} = E\{(z_{a,k} - H_{a,k}\hat{x}_{k})(z_{a,k} - H_{a,k}\hat{x}_{k})'\} = H_{a,k}P_{k}^{-1}H_{a,k}' + Q_{a,k} + R_{a}
\]

where \( Q_{a,k} \) is the time-varying covariance of external acceleration \( a_{b} \). In (29), \( a_{b} \) is assumed to be uncorrelated to \( H_{a,k}\hat{x}_{k} \) and \( v_{a} \). Since \( E\{r_{a,k}r_{a,k}'\} \) cannot be obtained, we use the following approximation:

\[
E\{r_{a,k}r_{a,k}'\} \approx U_{k} \triangleq \frac{1}{M_{1}} \sum_{i=0}^{M_{1}-1} r_{a,k-i}r_{a,k-i}'. \tag{30}
\]
From (29) and (30), $\hat{Q}_{a,b,k}$ could be estimated as

$$\hat{Q}_{a,b,k} \approx U_k - (H_{a,k}P_k^{-1}H_{a,k} + R_a). \quad (31)$$

One problem of this approach is that $\hat{Q}_{a,b,k}$ is not guaranteed to be nonnegative. Thus (31) is modified so that $\hat{Q}_{a,b,k} \geq 0$ is guaranteed.

Since $U_k$ is symmetric, there are orthonormal eigenvectors $u_{i,k} \in \mathbb{R}^{3 \times 1}$ ($i = 1, 2, 3$) and corresponding eigenvalues $\lambda_{i,k} \in \mathbb{R}$ so that $U_k$ can be expressed as follows:

$$U_k = \sum_{i=1}^{3} \lambda_{i,k} u_{i,k} u_{i,k}^T. \quad (32)$$

Let $\mu_{i,k}$ ($i = 1, 2, 3$) be defined by

$$\mu_{i,k} \triangleq u_{i,k}^T (H_{a,k}P_k^{-1}H_{a,k} + R_a) u_{i,k}. \quad (33)$$

An adaptive estimation algorithm of $Q_{a,b,k}$ is given in pseudocode.

- mode 1 (no external acceleration mode)
  
  if $\max_i (\lambda_{i,j} - \mu_{i,j}) < \gamma$ ($j = k, k-1, \ldots, k-M_2$)
  
  \[ \hat{Q}_{a,b,k} = 0 \] \quad (34)

- mode 2 (external acceleration mode)
  
  else
  
  \[ \hat{Q}_{a,b,k} = \sum_{i=1}^{3} \max_i (\lambda_{i,k} - \mu_{i,k}, 0) u_{i,k} u_{i,k}^T. \quad (35) \]

From (34) and (35), $\hat{Q}_{a,b,k} \geq 0$ is guaranteed and if $U_k > H_{a,k}P_k^{-1}H_{a,k} + R_a$, (35) is equivalent to (31). The condition $\max_i (\lambda_{i,j} - \mu_{i,j}) < \gamma$ is introduced so that (35) is only used when $U_k$ is significantly greater than $H_{a,k}P_k^{-1}H_{a,k} + R_a$ in any directions. This is to prevent that $\hat{Q}_{a,b,k}$ is affected by normal fluctuation of accelerometer noises. $M_2$ is introduced so that transition from mode 2 to mode 1 only if $\max_i (\lambda_{i,j} - \mu_{i,j}) < \gamma$ is satisfied for $M_2 + 1$ consecutive times. This is to prevent falsely entering mode 1 when there is external acceleration. There is no delay in transition from mode 1 to mode 2 so that external acceleration is quickly estimated.

How accurately $Q_{a,b,k}$ can be estimated? From (31), we can see the accuracy of $Q_{a,b,k}$ depends on $H_{a,k}$, $P_k^{-1}$, and $R_a$. The state estimation error $P_k^{-1}$ is usually the largest at the initial time and tends to decrease until it converges to some values. In particular, bias estimation is not accurate immediately after the initial time. Thus accurate estimation of $Q_{a,b,k}$ is rather difficult immediately after the initial time. As can be seen in Section V, sensor biases can be estimated after few minutes and after that the sensor bias effect on $Q_{a,b,k}$ is small.

V. NUMERICAL EXAMPLES

To verify the proposed algorithm, two sets of data are used: one is data generated by Matlab and the other is real sensor data.

In the first data, external acceleration in Fig. 2 is used. Parameters used for the first data are as follows:

\[ R_a = 0.0056I, \quad R_{sg} = 0.003I, \quad R_{sm} = 0.001I \]
\[ Q_{b_g} = 0.000001I, \quad Q_{b_s} = 0.000001I \]
\[ M_1 = 3, \quad M_2 = 2, \quad \gamma = 0.1. \]

We applied three filters, where all three filters have the same quaternion-based indirect Kalman filter structure used in this paper. The difference lies only in the adaptive algorithm part $\hat{Q}_{a,b}$. The first filter is the standard Kalman filter, where no adaptive algorithm is used (i.e., $Q_{a,b} = 0$ all the time). The second filter is an accelerometer norm-based adaptive algorithm [11]:

$$\hat{Q}_{a,b,k} = \begin{cases} 0 & \text{if } \|y_{a,k}\|_2 < 9.8 < 0.2 \\ sI & \text{otherwise} \end{cases} \quad (36)$$

where $s \in \mathbb{R}$ is a constant. In [11], $s = \infty$ is used and in this paper three different values (1, 10, 100) are used. The third filter is the proposed adaptive filter.

![Fig. 2. External acceleration $a_b$](image)

We used the following filters:

<table>
<thead>
<tr>
<th>Filter Type</th>
<th>$R_a$</th>
<th>$Q_{b_g}$</th>
<th>$Q_{b_s}$</th>
<th>$M_1$</th>
<th>$M_2$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>standard Kalman filter</td>
<td>0.0056I</td>
<td>0.003I</td>
<td>0.001I</td>
<td>3</td>
<td>2</td>
<td>0.1</td>
</tr>
<tr>
<td>accelerometer norm-based adaptive filter ($s = 1$)</td>
<td>0.000001I</td>
<td>0.000001I</td>
<td>0.001I</td>
<td>3</td>
<td>2</td>
<td>0.1</td>
</tr>
<tr>
<td>accelerometer norm-based adaptive filter ($s = 10$)</td>
<td>0.000001I</td>
<td>0.000001I</td>
<td>0.001I</td>
<td>3</td>
<td>2</td>
<td>0.1</td>
</tr>
<tr>
<td>accelerometer norm-based adaptive filter ($s = 100$)</td>
<td>0.000001I</td>
<td>0.000001I</td>
<td>0.001I</td>
<td>3</td>
<td>2</td>
<td>0.1</td>
</tr>
<tr>
<td>proposed adaptive filter</td>
<td>0.000001I</td>
<td>0.000001I</td>
<td>0.001I</td>
<td>3</td>
<td>2</td>
<td>0.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$\theta$</th>
<th>$\psi$</th>
<th>$\bar{\phi}$</th>
<th>$\bar{\theta}$</th>
<th>$\bar{\psi}$</th>
<th>$\bar{\phi}$, $\bar{\theta}$, $\bar{\psi}$</th>
<th>$\bar{\phi}$, $\bar{\theta}$, $\bar{\psi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>15.8</td>
<td>2.5</td>
<td>16.9</td>
<td>15.8</td>
<td>2.5</td>
<td>16.9</td>
<td>15.8</td>
<td>2.5</td>
</tr>
</tbody>
</table>

**TABLE 1**

AVERAGE ESTIMATION ERROR OF 100 EXPERIMENTS ($e_\phi \triangleq \phi - \hat{\phi}$, $e_\theta \triangleq \theta - \hat{\theta}$, $e_\psi \triangleq \psi - \hat{\psi}$, $\text{AVE}(e_\phi^2) \triangleq \frac{1}{100} \sum_{i=1}^{100} e_\phi^2$)

The results are given in Table 1, where three filters are tested with 100 randomly generated data. In the three filters, a
quaternion is computed and it is transferred to Euler angles for visual comparison. We can see the proposed adaptive filter provides significantly better results. One example of orientation estimation by the proposed filter is given in Fig. 3. Gyroscope and accelerometer bias estimation results are given in Fig. 4 and Fig. 5. To see bias estimation ability, averages and variances of $b_y - b_y$ and $b_x - b_x$ (at 200 seconds) for the 100 experiments are given in Table II.

![Fig. 3. Orientation estimation by the proposed filter](image1)

![Fig. 4. Gyroscope bias estimation](image2)

![Fig. 5. Accelerometer bias estimation](image3)

![Fig. 6. External acceleration $a_b$](image4)

To give some insight about the proposed filter, we consider an orientation estimation problem, where external acceleration is given only in the $x$ axis as in Fig. 6. The parameters used are the same as (36) except the bias, where $b_y = b_y = 0$ are assumed. The results are given in Fig. 7 - Fig. 9 and Table III. It can be seen that both adaptive filters are robust with respect to external acceleration compared with the standard Kalman filter.

The difference between the two adaptive filters are explained. Note that the $x$-axis external acceleration affects mostly the roll angle estimation since the roll angle is determined by the ratio between $x$ and $z$ axis accelerometer output. In the accelerometer norm-based filter, $Q_{a_b} = sI$ as in (37) when external acceleration is detected: note that choosing $Q_{a_b} = sI$ is equivalent to giving less weights to all 3 axis accelerometer output. In this example, external acceleration is applied only to $x$ axis and by giving less weights on $y$ and $z$ axis accelerometer output (with respect to the gyroscope integrated value), useful information in $y$ and $z$ axis accelerometer output is lost. On the other hand, $Q_{a_b}$ is

| $b_{g,1} - b_{g,1}$ | $3.3 \times 10^{-6}$ | $1.4 \times 10^{-4}$ |
| $b_{g,2} - b_{g,2}$ | $3.9 \times 10^{-6}$ | $1.3 \times 10^{-4}$ |
| $b_{g,3} - b_{g,3}$ | $5.7 \times 10^{-6}$ | $2.5 \times 10^{-4}$ |
| $b_{a,1} - b_{a,1}$ | $9.6 \times 10^{-5}$ | $-1.3 \times 10^{-3}$ |
| $b_{a,2} - b_{a,2}$ | $1.1 \times 10^{-4}$ | $7.2 \times 10^{-4}$ |
| $b_{a,3} - b_{a,3}$ | $9.6 \times 10^{-5}$ | $-2.5 \times 10^{-3}$ |

**TABLE II**

Bias estimation result for 100 experiments (at 200 seconds)
adaptive algorithm, there is a fundamental trade-off between axis external acceleration. In the accelerometer norm-based axis $Q$ with thus small $s$ based adaptive filter is changed with respect to the value $s$ is not lost.

We can see that only the $x$ direction element of $\hat{Q}_{ab}$ is increased and thus $y$ and $z$ axis accelerometer information is not lost.

See Table III for quantitative comparison of the two adaptive filters. See how the performance of the accelerometer norm-based adaptive filter is changed with respect to the value $s$. When $s = 1$, pitch angle estimation is good but the roll estimation is not good compared with $s = 100$ case. By taking small $s$ values, $y$ axis element of $\hat{Q}_{ab}$ becomes small and thus $y$ axis accelerometer information is used more compared with $s = 100$ case. The price paid is that $x$ axis element of $\hat{Q}_{ab}$ becomes also small and the filter becomes sensitive to $x$ axis external acceleration. In the accelerometer norm-based adaptive algorithm, there is a fundamental trade-off between adaptively estimated as in (35). For example, at the time 7.3 second, $\hat{Q}_{ab}$ is given by

$$\hat{Q}_{ab} = \begin{bmatrix} 8.8172 & -0.4637 & 0.8861 \\ -0.4637 & 0.0244 & -0.0466 \\ 0.8861 & -0.0466 & 0.0891 \end{bmatrix}.$$  

We can see that only the $x$ direction element of $\hat{Q}_{ab}$ is increased and thus $y$ and $z$ axis accelerometer information is not lost.

<table>
<thead>
<tr>
<th>Filter Type</th>
<th>$\text{Ave}{\epsilon^2_{\psi,k}}$</th>
<th>$\text{Ave}{\epsilon^2_{\theta,k}}$</th>
<th>$\text{Ave}{\epsilon^2_{\phi,k}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard Kalman</td>
<td>110.0</td>
<td>258.4</td>
<td>186.3</td>
</tr>
<tr>
<td>Accelerometer norm-based adaptive filter $(s = 1)$</td>
<td>25.7</td>
<td>33.8</td>
<td>54.4</td>
</tr>
<tr>
<td>Accelerometer norm-based adaptive filter $(s = 10)$</td>
<td>42.9</td>
<td>28.7</td>
<td>60.7</td>
</tr>
<tr>
<td>Accelerometer norm-based adaptive filter $(s = 100)$</td>
<td>67.0</td>
<td>30.8</td>
<td>80.7</td>
</tr>
<tr>
<td>Proposed adaptive filter</td>
<td>32.5</td>
<td>8.4</td>
<td>33.9</td>
</tr>
</tbody>
</table>

**TABLE III**

AVERAGE ESTIMATION ERROR OF 100 EXPERIMENTS

Detection abilities of external acceleration of the two adaptive filters are given in Fig. 10, where both filters show similar detection abilities.

In the second example, real sensor data is used, where an inertial/magnetic sensor unit MTi from a company XSENS is used. We used the same filter parameters (36) for the second example. A sensor unit is rotated back and forth with a hand almost periodically. A magnet is placed near the sensor during from 16 second to 21 second to generate magnetic disturbance. The magnetic sensor output is given in Fig. 11, where disturbance due to the magnet can be seen between 16 second and 21 second. The accelerometer norm-based adaptive filter result is given in Fig. 12, where magnetic sensor output is used to estimate pitch, roll and yaw angles. We can see that the magnetic disturbance affects not only yaw angle but also pitch and roll angles. The proposed two step filter result is given in Fig. 13. It can be seen that the pitch and roll angles are not affected by magnetic disturbances.

![Fig. 7. Standard Kalman filter](image)

![Fig. 8. Accelerometer norm-based adaptive filter (s = 10)](image)

![Fig. 9. Proposed filter](image)
VI. CONCLUSION

An adaptive orientation filter is proposed to compensate external acceleration. In conventional accelerometer norm-based adaptive algorithms, small weights are given to all three axis accelerometer values when external acceleration is detected. Thus the orientation estimation depends mostly on gyroscope integration. In the proposed filter, the direction of external acceleration is estimated ($\hat{Q}_{ab}$) and small weights are given only to accelerometer values affected by external acceleration while accelerometer values not affected are still used along with the gyroscope integration. Thus the proposed method uses more information for orientation estimation and provides a better result with respect to external acceleration. One limitation of the paper is that the magnetic disturbances are not adaptively compensated and this is one of future topics.
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APPENDIX A

Let $[\phi \ \theta \ \psi]$' be Euler angles usually defined in aerospace applications [4]: the first rotation is about the $z$-axis through an angle $\psi$ (yaw angle), the second is about the $y$-axis through an angle $\theta$, and the third is about the $z$-axis through an angle $\phi$. When the Euler angles are $[\phi \ \theta \ \psi]'$, the corresponding rotation matrix $C$ is given by

$$
\begin{pmatrix}
\cos \theta \cos \psi & \cos \theta \sin \psi & -\sin \theta \\
\sin \phi \sin \theta \cos \psi - \cos \phi \sin \psi & \sin \phi \sin \theta \sin \psi + \cos \phi \cos \psi & \sin \phi \cos \theta \\
\sin \phi \cos \theta \cos \psi + \cos \phi \sin \psi & \sin \phi \cos \theta \sin \psi - \cos \phi \cos \psi & \cos \phi \cos \theta
\end{pmatrix}
$$

(39)

where $s \phi$ means $\sin \phi$ and $c \phi$ means $\cos \phi$.

Proof of Lemma 1: From (39), $\phi$ (pitch) and $\theta$ (roll) of $C_1$ and $C_2$ are the same if the third columns of $C_1$ and $C_2$ are
the same. Thus the pitch and roll angles of $C_1$ and $C_2$ are the same if (23) is satisfied.

### APPENDIX B

For simplicity, we define symbols $\tilde{K}$, $\tilde{P}$, $\tilde{P}_a$, and $\tilde{H}$ as

$$
\begin{align*}
\tilde{K} &= K_{m,k}(1 : 3, 1 : 3) \\
\tilde{P} &= P_k(1 : 3, 1 : 3) \\
\tilde{P}_a &= P_{a,k}(1 : 3, 1 : 3) \\
\tilde{H} &= H_{m,k}(1 : 3, 1 : 3).
\end{align*}
$$

Then from the last equation of (21), we have

$$
\tilde{P} = (I - \tilde{K}\tilde{H})\tilde{P}_a(I - \tilde{K}\tilde{H})' + \tilde{K}R_m\tilde{K}'.
$$

(40)

Suppose $\tilde{K}$ satisfies (28): that is, $\tilde{K} = r_3l'$ where $l$ is a free parameter. We want to find a parameter $l$ which minimizes $\text{Tr} \tilde{P}$. Invoking the fact $\text{Tr} AB = \text{Tr} BA$, we have

$$
\text{Tr} \tilde{P} = \text{Tr} C(\tilde{q})C'(\tilde{q})\tilde{P} = \text{Tr} C'(\tilde{q})\tilde{P}C(\tilde{q}) = \sum_{i=1}^{3} r_i^l r_i.
$$

(41)

where

$$
\begin{align*}
r_1 &= C(\tilde{q}) \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \\
r_2 &= C(\tilde{q}) \begin{bmatrix} 0 \\ 1 \end{bmatrix}.
\end{align*}
$$

From (40) and (41), we have

$$
\text{Tr} \tilde{P} = \sum_{i=1}^{3} r_i^l \left( (I - r_3 l' \tilde{H}) \tilde{P}_a (I - r_3 l' \tilde{H})' + r_3 l' R_m l' \right) r_i
$$

Noting that

$$
r_i r_j' = \begin{cases} 1, & i = j \\ 0, & i \neq j \end{cases}
$$

we have

$$
\text{Tr} \tilde{P} = l' \tilde{H} \tilde{P}_a \tilde{H}' + r_3^2 l' \tilde{P}_a \tilde{H}' + l' \tilde{H} \tilde{P}_a l' + l' R_m l' + *
$$

where $*$ denotes all terms not containing the parameter $l$.

Thus the minimizing $l$ can be found from the following minimization problem:

$$
\min l' \tilde{H} \tilde{P}_a \tilde{H}' + r_3^2 l' \tilde{P}_a \tilde{H}' + l' \tilde{H} \tilde{P}_a l' + l' R_m l'.
$$

Completing the square, we obtain the optimal $l$:

$$
l = r_3^2 \tilde{P}_a \tilde{H}' (\tilde{H} \tilde{P} \tilde{H}' + R_m)^{-1}.
$$

Inserting this $l$ into (28), we obtain (21).
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