1 Introduction

Polygonal models are widely used in computer animation. Static polygonal models are commonly animated using an underlying skeleton controlling the deformation of the mesh. This technique known as skeletal animation allows the artist to produce complex animation sequences in a relatively easy way. However, performing complex transitions between arbitrary animated meshes remains a challenging problem. There is a set of established techniques to perform metamorphosis (3D morphing) between static 3D meshes [Lazarus and Verroust 1998], but most of these can not be easily applied to animated meshes. The approach presented in this poster allows us to produce with great ease metamorphosing transitions between animated meshes of arbitrary topology using polygonal-functional hybrids [Kravtsov et al. 2010].

2 Method Outline

The key idea of our method is the integration of polygonal and functional objects [Pasko et al. 1995] within one model. This involves approximating the animated meshes by convolution surfaces that are defined by a set of line segments. This is done using a single pose of each mesh. The actual metamorphosis is then performed between the generated convolution surfaces. Thus, for the metamorphosis between the source and destination animated meshes we perform:

1. A smooth transition from the animated source mesh to its functional approximation;
2. A continuous transition from the functional approximation of the source mesh to the functional approximation of the destination mesh;
3. A transition from the functional approximation of the destination mesh to the animated destination mesh.

In order to produce a smooth transition from the mesh to the convolution surface (step 1), we project the vertices of the mesh onto the approximating convolution surface. We use per-vertex skinning and normal information to retrieve an appropriate position for every vertex of the mesh on the resulting convolution surface. After the projection step, every vertex is assigned an offset to its position on the convolution surface as well as the resulting normal vector. Then we use this information to perform the local deformation of the skinned mesh. When the positions and normals of all the vertices are aligned with the convolution surfaces we switch from the polygonal object to the functional object. In step 2, we have the functional approximations of both animated meshes and we can employ different methods to generate the intermediate shapes. This method can be a straightforward FRep metamorphosis, space-time blending or a complex user-controlled transition employing the skeletons defining the convolution surfaces. The result of this metamorphosis is a functional object approximating the animated destination mesh. In step 3, we apply an inverse deformation to that applied in step 1.

Since we perform the metamorphosis using FReps all topological changes are handled automatically and we do not need to specify any additional constraints on the topology of the original meshes.

We have implemented our approach in MayaTM. Our plug-in allows the animator to produce metamorphosis sequences with great ease. The animator can fine-tune the metamorphosis using a low resolution model in near-real time, while the final sequence is produced using a higher resolution model. Moreover, when the parameters of the transition have been evaluated, real-time playback of the metamorphosis sequence can be performed using either geometry shaders or CUDA SDK. The resolution of the model can be varied depending on the available hardware resources.

We believe that the incorporation of techniques such as this and the underlying hybrid modelling technology into existing modeling software and games engines will greatly enhance the ability of artists to generate complex models and animations.
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